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Weka

About the Tutorial

Weka is a comprehensive software that lets you to preprocess the big data, apply different
machine learning algorithms on big data and compare various outputs. This software
makes it easy to work with big data and train a machine using machine learning
algorithms.

This tutorial will guide you in the use of WEKA for achieving all the above requirements.

Audience

This tutorial suits well the needs of machine learning enthusiasts who are keen to learn
Weka. It caters the learning needs of both the beginners and experts in machine learning.

Prerequisites

This tutorial is written for readers who are assumed to have a basic knowledge in data
mining and machine learning algorithms.

If you are new to these topics, we suggest you pick up tutorials on these before you start
your learning with Weka.

Copyright & Disclaimer

© Copyright 2019 by Tutorials Point (I) Pvt. Ltd.

All the content and graphics published in this e-book are the property of Tutorials Point (I)
Pvt. Ltd. The user of this e-book is prohibited to reuse, retain, copy, distribute or republish
any contents or a part of contents of this e-book in any manner without written consent
of the publisher.

We strive to update the contents of our website and tutorials as timely and as precisely as
possible, however, the contents may contain inaccuracies or errors. Tutorials Point (I) Pvt.
Ltd. provides no guarantee regarding the accuracy, timeliness or completeness of our
website or its contents including this tutorial. If you discover any errors on our website or
in this tutorial, please notify us at contact@tutorialspoint.com
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1. WEKA — Introduction

The foundation of any Machine Learning application is data - not just a little data but a
huge data which is termed as Big Data in the current terminology.

To train the machine to analyze big data, you need to have several considerations on the
data:

e The data must be clean.
e It should not contain null values.

Besides, not all the columns in the data table would be useful for the type of analytics that
you are trying to achieve. The irrelevant data columns or ‘features’ as termed in Machine
Learning terminology, must be removed before the data is fed into a machine learning
algorithm.

In short, your big data needs lots of preprocessing before it can be used for Machine
Learning. Once the data is ready, you would apply various Machine Learning algorithms
such as classification, regression, clustering and so on to solve the problem at your end.

The type of algorithms that you apply is based largely on your domain knowledge. Even
within the same type, for example classification, there are several algorithms available.
You may like to test the different algorithms under the same class to build an efficient
machine learning model. While doing so, you would prefer visualization of the processed
data and thus you also require visualization tools.

In the upcoming chapters, you will learn about Weka, a software that accomplishes all the
above with ease and lets you work with big data comfortably.
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2. WEKA — What is WEKA?

WEKA - an open source software provides tools for data preprocessing, implementation of
several Machine Learning algorithms, and visualization tools so that you can develop
machine learning techniques and apply them to real-world data mining problems. What
WEKA offers is summarized in the following diagram:

Raw data
v
Preprocessor
|
i : Attributes
Class Cluster Associate N
7 Selection
1 ¥ ¥ Y
Linear Regrassion SimplekMeans Apriori, ClassifierSubsetEval
Logistic Regression FilteredClusterer FilteredfAssociator PrinicipalComponents
Support Vector Machines HierarchicalClustere FPGrowth e
Decizion Trees .
RandomTree
RandomForest
NaiveBayes
Visualize - Qutput

If you observe the beginning of the flow of the image, you will understand that there are
many stages in dealing with Big Data to make it suitable for machine learning:

First, you will start with the raw data collected from the field. This data may contain several
null values and irrelevant fields. You use the data preprocessing tools provided in WEKA
to cleanse the data.

Then, you would save the preprocessed data in your local storage for applying ML
algorithms.

%
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Weka

Next, depending on the kind of ML model that you are trying to develop you would select
one of the options such as Classify, Cluster, or Associate. The Attributes Selection
allows the automatic selection of features to create a reduced dataset.

Note that under each category, WEKA provides the implementation of several algorithms.
You would select an algorithm of your choice, set the desired parameters and run it on the
dataset.

Then, WEKA would give you the statistical output of the model processing. It provides you
a visualization tool to inspect the data.

The various models can be applied on the same dataset. You can then compare the outputs
of different models and select the best that meets your purpose.

Thus, the use of WEKA results in a quicker development of machine learning models on
the whole.

Now that we have seen what WEKA is and what it does, in the next chapter let us learn
how to install WEKA on your local computer.
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3. WEKA — Installation

To install WEKA on your machine, visit WEKA’s official website and download the
installation file. WEKA supports installation on Windows, Mac OS X and Linux. You just
need to follow the instructions on this page to install WEKA for your OS.

The steps for installing on Mac are as follows:

¢ Download the Mac installation file.

e Double click on the downloaded weka-3-8-3-corretto-jvym.dmg file.

You will see the following screen on successful installation.

" NoN _ weka-3-8-3

# 1 of 2 selected . .

weka-3-8-3 welka-3-8-3-corretto-)vm

. weka-3-8-3 » ) weka-3-8-3-cormretto-jvm

e Click on the weak-3-8-3-corretto-jvm icon to start Weka.

e Optionally you may start it from the command line:

java -jar weka.jar

' tutorialspoint
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The WEKA GUI Chooser application will start and you would see the following screen:

& )] Weka GUI Chooser
Program Visualization Tools Help

'WEKA

The University
of Waikato

Waikato Enwironment for Knowledge Analysis
Version 3.8.3

{c) 1999 - 2018

The University of Waikato

Hamilton, Mew Zealand

Applications
!

Explorer

Experimenter

KnowledgeFlow

Warkbench

Simple CLI

The GUI Chooser application allows you to run five different types of applications as listed

here:

e Explorer

e Experimenter

e KnowledgeFlow
e Workbench
e Simple CLI

We will be using Explorer in this tutorial.

%
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4. WEKA — Launching Explorer

In this chapter, let us look into various functionalities that the explorer provides for
working with big data.

When you click on the Explorer button in the Applications selector, it opens the following

screen.:
[ JON ) Weka Explorer
Classify | Cluster | Associate | Select attributes | Visualize
[ Open file... | [ Open URL... | l Open DB... | [ Generate... | Undo Edit... Save...
Filter
~ N
l Choose J|None Apply Stop
Current relation Selected attribute
r N N
Relation: None Attributes: None Name: None Weight: Mone Type: None
Instances: None Sum of weights: Mone Missing: None Distinct: None Unigue: None
Attributes
~ .
All None Invert Pattern
[ |v][ Visualize All J
Remove
Status
r N
Welcome to the Weka Explorer Log .“?* x0

On the top, you will see several tabs as listed here:

e Preprocess

e Classify

e Cluster

e Associate

e Select Attributes

e Visualize

w tutorialspoint
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Under these tabs, there are several pre-implemented machine learning algorithms. Let us
look into each of them in detail now.

Preprocess Tab

Initially as you open the explorer, only the Preprocess tab is enabled. The first step in
machine learning is to preprocess the data. Thus, in the Preprocess option, you will select
the data file, process it and make it fit for applying the various machine learning
algorithms.

Classify Tab

The Classify tab provides you several machine learning algorithms for the classification
of your data. To list a few, you may apply algorithms such as Linear Regression, Logistic
Regression, Support Vector Machines, Decision Trees, RandomTree, RandomForest,
NaiveBayes, and so on. The list is very exhaustive and provides both supervised and
unsupervised machine learning algorithms.

Cluster Tab

Under the Cluster tab, there are several clustering algorithms provided - such as
SimpleKMeans, FilteredClusterer, HierarchicalClusterer, and so on.

Associate Tab

Under the Associate tab, you would find Apriori, FilteredAssociator and FPGrowth.

Select Attributes Tab

Select Attributes allows you feature selections based on several algorithms such as
ClassifierSubsetEval, PrinicipalComponents, etc.

Visualize Tab

Lastly, the Visualize option allows you to visualize your processed data for analysis.

As you noticed, WEKA provides several ready-to-use algorithms for testing and building
your machine learning applications. To use WEKA effectively, you must have a sound
knowledge of these algorithms, how they work, which one to choose under what
circumstances, what to look for in their processed output, and so on. In short, you must
have a solid foundation in machine learning to use WEKA effectively in building your apps.

In the upcoming chapters, you will study each tab in the explorer in depth.
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5. WEKA — Loading Data

In this chapter, we start with the first tab that you use to preprocess the data. This is
common to all algorithms that you would apply to your data for building the model and is
a common step for all subsequent operations in WEKA.

For a machine learning algorithm to give acceptable accuracy, it is important that you
must cleanse your data first. This is because the raw data collected from the field may
contain null values, irrelevant columns and so on.

In this chapter, you will learn how to preprocess the raw data and create a clean,
meaningful dataset for further use.

First, you will learn to load the data file into the WEKA explorer. The data can be loaded
from the following sources:

e Local file system
e Web
e Database

In this chapter, we will see all the three options of loading data in detail.

Loading Data from Local File System

Just under the Machine Learning tabs that you studied in the previous lesson, you would
find the following three buttons:

e Open file ...
e Open URL ...
e Open DB ..

w tutorialspoint
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Click on the Open file ... button. A directory navigator window opens as shown in the
following screen:

Preprocess | Classify | Cluster | Associate | Select atributes | Visualize
[ Open file... ] [ Open UR... J l Open DB... J [ Generate... J Undo Edit... Save...
Filter
g | [ ] Open | \
o ;
T Look In: |(E5 data (@ (@) @) (E]l e |
Curre - ) )
E | "] weather.nominal.csv [ Invoke options dialog i
Ins_ Note: E
M Some file formats offer additional
options which can be customized
when invoking the options dialog.
File Name: weather.nominal.csv e All
Files of Type: |CSV data files (*.csv) .v]
[ Open ] | Cancel |
Remaove ‘
Status
Welcome to the Weka Explorer Log w- x0

Now, navigate to the folder where your data files are stored. WEKA installation comes up
with many sample databases for you to experiment. These are available in the data folder
of the WEKA installation.

For learning purpose, select any data file from this folder. The contents of the file would
be loaded in the WEKA environment. We will very soon learn how to inspect and process
this loaded data. Before that, let us look at how to load the data file from the Web.

@ tutorialspoint
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Loading Data from Web

Once you click on the Open URL ... button, you can see a window as follows:

Preprocess.| Classify | Cluster | Associate | Select attributes | Visualize

[ Open file... J[ Open UR... J[ Open DB... H Generate... | Undo Edit... Save...
Filter
-
| Choose J!None Apply Stop
Current relation Selected attribute
. M .

Relation: NOne Artrilitac: Nana 23 AMamias AMana ulnir.ht: None Type: None

Instances: None @ Load Instances ict: None  Unique: None
Attributes Enter the source URL

’https://s(orm.cis.fordham.edu/~gweis’
All None
et | [0k |

d[ Visualize All |

Remove

Status ——

Welcome to the Weka Explorer Log ‘x x0

We will open the file from a public URL Type the following URL in the popup box:

https://storm.cis.fordham.edu/~gweiss/data-mining/weka-data/weather.nominal.arff

You may specify any other URL where your data is stored. The Explorer will load the data
from the remote site into its environment.

10
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Loading Data from DB
Once you click on the Open DB ... button, you can see a window as follows:
@ SQL-Viewer
Connection
URL | jdbcidb=experiments.prp| | l 2 J l % J &
Query
Execute
Clear
History...
max. rows 100 @
Result
Close
Close all
Re-use guery
Optimal width
Info
Clear
Copy
[ ] Generate sparse data Cancel

Set the connection string to your database, set up the query for data selection, process
the query and load the selected records in WEKA.

11
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6. WEKA — File Formats

WEKA supports a large number of file formats for the data. Here is the complete list:

o arff

e arff.gz
e bsi

e CSV

e dat

e data

e json

e json.gz
e libsvm
e m

e names
o Xxrff

e xrff.gz

The types of files that it supports are listed in the drop-down list box at the bottom of the
screen. This is shown in the screenshot given below.

12
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® @ Open
Look In: [[ﬁdrsarang ] [-J[ J[fﬁj[l_él] |&]
[ _pycache__ [ bar G| L Invoke options dialog
ﬁ' anaconda3 [ﬁ' blobcity [ﬁ
= AndroidStudioProjects [E§ bower_components = Note:
[E5 AndroidStudioProjects copy [ Calibre Library [ | some file formats offer additional
[E5 Applications [E5 Desktop (&5 options which can be customized
when invoking the options dialog.
< J T
File Name:
1
Files of Type: | | Arff data files (*.arff)

Arff data files (*.arff)
Arff data files (*.arff.gz)
C4.5 data files (*.names)

N 4 5 data files (*.data)

CSV data files (*.csv)

JSON Instances files (*.json)
JSON Instances files (*.json.gz)
libsvm data files (*.libswvm)

-

Weka

As you would notice it supports several formats including CSV and JSON. The default file
type is Arff.

Arff Format

An Arff file contains two sections - header and data.

e The header describes the attribute types.

e The data section contains a comma separated list of data.

%)
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As an example for Arff format, the Weather data file loaded from the WEKA sample
databases is shown below:

From the

@relation weather.symbolic ‘—Da’[aset name

@attribute outlock {sunny, overcast, rainy}

fattribute temperature {hot, mild, cool}

fattribute humidity {high, normal} ‘ :
fattribute windy {TRUE, FALSE} Attributes
fattribute play {yes, no}

Bdata
sunny,hot,high,FALSE, no

sunny, hot, high, TRUE, no Target / Class variable

overcast,hot,high,FALSE, yes
rainy,mild,high,FALSE, yes
rainy,cool,normal,FALSE, yes
rainy,cool,normal, TRUE, no
overcast,cool,normal, TRUE, yes
sunny,mild,high,FALSE,no
sunny,cool ,normal ,FALSE, yes
rainy,mild,normal,FALSE, yes
sunny,mild,normal , TRUE, yes
overcast,mild, high, TRUE, yes

overcast,hot,normal,FALSE, yes <— Data Values

rainy,mild,high, TRUE, no

screenshot, you can infer the following points:

e The @relation tag defines the name of the database.

¢ The @attribute tag defines the attributes.

¢ The @data tag starts the list of data rows each containing the comma separated
fields.

e The attributes can take nominal values as in the case of outlook shown here:

@attribute outlook (sunny, overcast, rainy)

e The attributes can take real values as in this case:

@attribute temperature real

e You can also set a Target or a Class variable called play as shown here:

@attribute play (yes, no)

e The Target assumes two nominal values yes or no.

%)

14
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Other Formats

The Explorer can load the data in any of the earlier mentioned formats. As arff is the
preferred format in WEKA, you may load the data from any format and save it to arff
format for later use. After preprocessing the data, just save it to arff format for further
analysis.

Now that you have learned how to load data into WEKA, in the next chapter, you will learn
how to preprocess the data.

15
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7. WEKA — Preprocessing the Data

The data that is collected from the field contains many unwanted things that leads to
wrong analysis. For example, the data may contain null fields, it may contain columns that
are irrelevant to the current analysis, and so on. Thus, the data must be preprocessed to

meet the requirements of the type of analysis you are seeking. This is the done in the
preprocessing module.

To demonstrate the available features in preprocessing, we will use the Weather database
that is provided in the installation.

Using the Open file ... option under the Preprocess tag select the weather-
nominal.arff file.

Preprocess | Classify | Cluster | Associate | Select attributes | Visualize
i Open file... |[ Open URL.. | | OpenDB.. || Generate... | Undo Edit... Save...
Filter
r .
l Choose J|None | Apply Stop
Currentr @ @ Open
Relat . [ = ] [na
Instal Look In: lﬁdata |'] l ﬁ J l @ J l ﬁ J |—=| J"s—l e
Attribu [ ReutersGrain-test.arff [ | supermarket.arff [J Invoke options dialog
E] ReutersGrain-train.arff E] unbalanced.arff
Al ™ segment—challenge.arﬁ.ﬂma;ﬁ Note:
| -testarff [ ] segment-test.arff weather.nominal.arff ||| some file formats offer additional
-train.arff [ ] soybean.arff weather.numeric.a options which can be customized
when invoking the options dialog. |
-l I ) » E ]
ilize All
File Name: weather.nominal.arff
Files of Type:| | Arff data files (*.arff) |v]
(cae
Remove {
Status
r w
Welcome to the Weka Explorer Log e e 0

16
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When you open the file, your screen looks like as shown here:

'. [ ] Weka Explorer
_[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

[ Open file... ] l Open URL.... J l Open DB... J l Generate... J Undo Edit... J l Save... J
Filter
&l
l Choose J|Nune |l Apply J Stop
Current relation Selected attribute
5 5
Relation: weather.symbolic Atributes: 5 Name: outlook Type: Nominal
Instances: 14 Sum of weights: 14 Missing: 0 {0%) Distinct: 3 Unigue: 0 (0%)
Attributes No. | Label | Count | Weight
1 1 sunny 5 5.0
2 overcast 4 4.0
| All I None I Invert | | Pattern | 3 rainy 5 5.0

20

3 [ humidity | Class: play (Nom) v]l Visualize All |
4 || windy

5 L play

Remaove

Status

OK | Log Wxﬂ

This screen tells us several things about the loaded data, which are discussed further in
this chapter.

17
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Understanding Data

Let us first look at the highlighted Current relation sub window. It shows the name of
the database that is currently loaded. You can infer two points from this sub window:

There are 14 instances - the number of rows in the table.

The table contains 5 attributes - the fields, which are discussed in the upcoming

sections.

On the left side, notice the Attributes sub window that displays the various fields in the
database.

[ N ) Weka Explorer
_[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]
[ Open file... J | Open URL... J [ Open DB... J [ Generate... J Und [ Edit. J [ Save j
Filter
Choose |None Apply 5
Current relation _ Selected attribute
Relation: weather.symbolic Attributes: 5 Name: outlook Type: Nominal
Instances: 14 Sum of weights: 14 Missing: 0 (0%) Distinct: 3 Unique: 0 (0%)
Attributes No. | Label | Count | Weight
i : 1 sunny 5 5.0
2 overcast 4 4.0
| Al J | Nome || et || Pamern | 3 rainy 5 5.0
No. | | Name |
2 || temperature
3 [ humidity
4 || windy
s [ play [ Class: play (Nom) 17| visualize Al |
5 5
4
Rem . .
Status .
Log ‘“L x0

0K

The weather database contains five fields - outlook, temperature, humidity, windy and
play. When you select an attribute from this list by clicking on it, further details on the

attribute itself are displayed on the right hand side.

18
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Let us select the temperature attribute first. When you click on it, you would see the

following screen:

eoce
_[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

Weka Explorer

| Openfile.. || OpenURL.. || OpenDB.. || Generate.. | Undo | Edit... ] Save... |
Filter
Choose |None Apply Stop
Current relation Selected attribute
Relation: weather.symbolic Attributes: 5 Name: temperature Type: Nominal
Instances: 14 sum of weights: 14 Missing: 0 (0%) Distinct: 3 Unique: 0 (0%)
Attributes No. | Label | Count | Weight
| 1 hot 4 4.0
2 mild 6 6.0
L Al J|__MNone || inwert || Paumern | 3 cool 4 4.0
MNo. | | Name |
1| | outlook
3 [ humidity | Class: play (Nom) 7| visualize All |
4 || windy
5[] play
Remove
Status
oK

In the Selected Attribute subwindow, you can observe the following:

e The name and the type of the attribute are displayed.

e The type for the temperature attribute is Nominal.

e The number of Missing values is zero.

e There are three distinct values with no unique value.

e The table underneath this information shows the nominal values for this field as

hot, mild and cold.

e It also shows the count and weight in terms of a percentage for each nominal value.

At the bottom of the window, you see the visual representation of the class values.

w \tutorialspoint
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If you click on the Visualize All button, you will be able to see all features in one single

window as shown here:

[ o ] All attributes
outlook perature humidity
5 5 6 7 7
4
I I I 4 I
windy play
8 g
5
I l ;

Removing Attributes

Many a time, the data that you want to use for model building comes with many irrelevant
fields. For example, the customer database may contain his mobile number which is

relevant in analysing his credit rating.

Attributes

[ All I None | lnvert | | Pattern |

MNo. | | Name

2 || temperature
3 ] humidity

4 [_] windy

5 ] play

Remove J

w tutorialspoint
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To remove Attribute/s select them and click on the Remove button at the bottom.

The selected attributes would be removed from the database. After you fully preprocess
the data, you can save it for model building.

Next, you will learn to preprocess the data by applying filters on this data.

Applying Filters

Some of the machine learning techniques such as association rule mining requires
categorical data. To illustrate the use of filters, we will use weather-numeric.arff
database that contains two numeric attributes - temperature and humidity.

We will convert these to nominal by applying a filter on our raw data. Click on the Choose
button in the Filter subwindow and select the following filter:

weka->filters->supervised->attribute->Discretize

[ JoN ] Weka Explorer
J Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

I Open file... J { Open URL... J { Open DB... J [ Generate... J Undo [ Edit... J [ Save... J
Filter
¥ (& weka Apply
¥ | filers
= AllFilter ~ Selected attribute
L] MultiFilter Attributes: 5 Name: outlook Type: Nominal
RenameRelation Sum of weights: 14 Missing: 0 (0%) Distinct: 3 Unique: @ (0%)
A ¥ (& supervised No. | Label | Count | Weight
r v (& attribute " 1 sunny 5 5.0
|| AddClassification = 2 overcast 4 4.0
|| AttributeSelection LG 3 rainy 5 5.0
|| ClassConditionalProbabilities I
~Crere I

|| MergeNominalValues
|| NominalToBinary
|| PartitionMembership
» (§ instance
* (B unsupervised | Class: play (Nom) _'][ visualize All |

5

I Filter... J I Remove filter J { Close J

Status

oK 109 | g™ x0

Click on the Apply button and examine the temperature and/or humidity attribute. You
will notice that these have changed from numeric to nominal types.
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i "
Mame: temperature Type: Nominal
Missing: O (0% Distinct: 1 Unigue: 0 (0%)
Mo. | Label | Count | Weight

Let us look into another filter now. Suppose you want to select the best attributes for
deciding the play. Select and apply the following filter:

weka->filters->supervised->attribute->AttributeSelection

You will notice that it removes the temperature and humidity attributes from the
database.

[ N ) Weka Explorer
_[ Preprocess T ClassifvT Cluster T Associate T Select attributes T Visualize ]

l Open file... J l Open URL... J l Open DE... J l Generate... J l Undo J l Edit... J { Save... J

Filter

[ Choose J|Attrihute$election -E “weka.attributeSelection.CfsSubsetEval -P 1 -E 1" -5 "weka.attributeSelection.BestFirst -D 1 -N 5" |[ Apply ] Stop

Current relation Selected attribute
Relation: weather.symbolic-weka.filters.superv... Attributes: 3 Name: outlook Type: Nominal
Instances: 14 Sum of weights: 14 Missing: 0 (0%) Distinct: 3 Unique: 0 (0%)
Attributes Mo. | Label | Count | Weight
1 sunny 5 5.0
2 overcast 4 4.0
L All J|_ Nene  J| mwet || Patem | 3 rainy 5 5.0

After you are satisfied with the preprocessing of your data, save the data by clicking the
Save ... button. You will use this saved file for model building.

In the next chapter, we will explore the model building using several predefined ML
algorithms.
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8. WEKA — Classifiers

Many machine learning applications are classification related. For example, you may like
to classify a tumor as malignant or benign. You may like to decide whether to play an
outside game depending on the weather conditions. Generally, this decision is dependent
on several features/conditions of the weather. So you may prefer to use a tree classifier
to make your decision of whether to play or not.

In this chapter, we will learn how to build such a tree classifier on weather data to decide
on the playing conditions.

Setting Test Data

We will use the preprocessed weather data file from the previous lesson. Open the saved
file by using the Open file ... option under the Preprocess tab, click on the Classify tab,
and you would see the following screen:

[ NON Weka Explorer
Preprocess | Classify T Cluster T Associate T Select attributes T Visualize 1
Classifier
r ]

[ Choose J|Ze roR

Test options Classifier output
# r

(_) Use training set
() Supplied test set Set...

(®) Cross-validation Folds 10

(_) Percentage split % 66

[ More options... |

{ (Nom) play r ]

[ Start J Stop

Result list (right-click for options)
L

Status
-

OK ] Log wxﬂ
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Before you learn about the available classifiers, let us examine the Test options. You will
notice four testing options as listed below:

e Training set

e Supplied test set
e Cross-validation
e Percentage split

Unless you have your own training set or a client supplied test set, you would use cross-
validation or percentage split options. Under cross-validation, you can set the number of
folds in which entire data would be split and used during each iteration of training. In the
percentage split, you will split the data between training and testing using the set split
percentage.

Now, keep the default play option for the output class:

[ BON Weka Explorer
[ Preprocess T ClassifyT Cluster I Associate T Select attributes I Visualize ]
Classifier
a1
l Choose J|ZeruR
Test options Classifier output
% .1

() Use training set
() Supplied test set Set...

(®) Cross-validation Folds 10

—

) Percentage split % 66

[ More options... J

(Nom) play

{Nom) outlook

{Nom) humidity

Status

oK ] Log ,WXG

Next, you will select the classifier.
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Selecting Classifier

Click on the Choose button and select the following classifier:

weka->classifiers>trees>148

This is shown in the screenshot below:

& ® Weka Explorer

Preprocess | Classify T Cluster T Associate T Select attributes T Visualize 1

Classifier
-~

¥ (&5 weka
¥ (& classifiers
Te [ [ﬁ- bayes utput .
» [E§ functions
» [ lazy
> (i meta
L [ﬁ' misc
» [ rules
¥ [E trees
[ DecisionStump
HoeffdingTree

= |

[ RandomForest
[ RandomTree
[ REPTree

b-A e

Close

Status
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Click on the Start button to start the classification process. After a while, the classification
results would be presented on your screen as shown here:

[ Preprocess TClass'rfyT Cluster T Associate T Select atrributes T Visualize ]

Classifier

| Choose j‘]ds -C0.25-M2

Test options Classifier output
© Use training set [ wInuy — rreose yoo tovur 2
=
() Supplied test set Sel... Number of Leaves : 4
(®) Cross-validation Folds 10 Size of the tree : 6
(_) Percentage split % 66
Time taken to build model: @.85 seconds
l More options... |
=== Stratified cross-validation ===
=== Summary ===
[ (Nom) play hd .
Correctly Classified Instances 3 42.8571 %
Incorrectly Classified Instances 8 57.1429 %
Start Stop Kappa statistic -0.3659 N
0 . o . Mean absolute error 0.4571
Result list (right=click for options) § Root mean squared error 0.5589
e Relative absolute error 95.9918 %
15:31:10 - trees.J48 Root relative squared error 113.2761 %
Total Number of Instances 14
=== Detailed Accuracy By Class =—
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area (lass
0.667 1.000 0.545 0.667 0.600 -0.389  0.489 B.773 yes
0.000 0.333 0.000 0.000 0.000 -0.389  0.489 0.378 no
Weighted Avg. 0.429 0.762 0.351 0.429 0.386 -0.389  0.489 B.632
=== (onfusion Matrix ===
ab <= classified as
63 ] a=yes
50| b=no
&
v
< il

Status

Let us examine the output shown on the right hand side of the screen.

It says the size of the tree is 6. You will very shortly see the visual representation of the
tree. In the Summary, it says that the correctly classified instances as 2 and the incorrectly
classified instances as 3, It also says that the Relative absolute error is 110%. It also
shows the Confusion Matrix. Going into the analysis of these results is beyond the scope
of this tutorial. However, you can easily make out from these results that the classification
is not acceptable and you will need more data for analysis, to refine your features selection,
rebuild the model and so on until you are satisfied with the model’s accuracy. Anyway,
that's what WEKA is all about. It allows you to test your ideas quickly.
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Visualize Results

To see the visual representation of the results, right click on the result in the Result list
box. Several options would pop up on the screen as shown here:

[ ] [ ] Weka Explorer

{ Preprocess T ClassifyT Cluster T Associate T Select attributes T Visualize ]
Classifier

| Choose J‘HB -C0.25-M2

Test options Classifier output
() Use training set r 7 R T
() Supplied test set Set. Number of Leaves : 4
® Cross-validation Folds 10 Size of the tree : 6

() Percentage split % 66
Time taken to build model: @ seconds

l More options... J
=== Stratified cross-validation ==
=== Summary ===
Nom) play hd ]
{ (Bom)play | Correctly Classified Instances 6 42.8571 %
Incorrectly Classified Instances 8 57.1429 %
Start Stop Kappa statistic -0.3659
i q N N Mean absolute error 0.4571
Result list (right-click for options) Root mean squared error 8.5589
e e Relative absolute error 95.9918 %
16:51:21 - I N — squared error 113.2761 %
View in main window F Instances 14
View in separate window
Save result buffer gcuracy By Class ===
peelies e TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area (lass
Load model 0.667 1.000 0.545 0.667 0.600 -0.389 B8.489 0.773 yes
save model 0.000  0.333  0.000 0.000  0.000 -0.389 0.489  0.378  no
- 0.429 0.762 8.351 0.429 0.386 -0.389 0.489 8.632
Re-evaluate model on current test set
Re-apply this model's configuration Matrix =—
ified as
Visualize margin curve
Visualize threshold curve > L%
Cost/Benefit analysis » |
= 0
Visualize cost curve >

Status

oK EJ Wx(]

Select Visualize tree to get a visual representation of the traversal tree as seen in the
screenshot below:

[ ] [ ] Weka Classifier Tree Visualizer: 16:08:55 - trees.J48 (weather.symbolic)
Tree View
outlook
= sunny = overcast = rainy

T~

humidity yes (4.0) windy

N N

= high = normal = TRUE = FALSE

N / N

no (3.0) yes (2.0) no (2.0) yes (3.0)
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Selecting Visualize classifier errors would plot the results of classification as shown
here:

| X: play (Nom) q | Y: predicted play (Nom) q
Colour: play (Nom) |5e|ect Instance q
| Clear || oOpen || save | Jitter @
Plot: weather-weka filters.supervised.attribute.AttributeSelection-Eweka.attributeSelection.CfsSubsetEval -P 1 -E 1-Sweka.a...
o] ! 5 3 ! ; 4
! H
vi :
x < :

x)’(c ‘ DE

yes

W m

"L

Class colour

yes no

A cross represents a correctly classified instance while squares represents incorrectly
classified instances. At the lower left corner of the plot you see a cross that indicates if
outlook is sunny then play the game. So this is a correctly classified instance. To locate
instances, you can introduce some jitter in it by sliding the jitter slide bar.
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The current plot is outlook versus play. These are indicated by the two drop down list
boxes at the top of the screen.

[ ] @ Weka Classifier Visualize: 16:51:21 - trees.J 48 (weather-weka filters. supervised.attribute. AttributeSelection-Eweka.a...

I[)(: play (Nom) ‘¥ Bl predicted play (Nom) |
Colour: play (Nom) Select Instance o
Reset l Clear Jl Open J[ Save J Jitter o

Plot: weather-weka.filters.supervised.attribute.AttributeSelection-Eweka.attributeSelection.CfsSubsetEval =P 1 -E 1-Sweka.a...

n _I:F‘ H 1 s
0 u] 5 . P
.o :
y# :
x ¢ .
o
¥
R
e ' DE
1
yes -
no X
Class colour
YES no

Now, try a different selection in each of these boxes and notice how the X & Y axes change.
The same can be achieved by using the horizontal strips on the right hand side of the plot.
Each strip represents an attribute. Left click on the strip sets the selected attribute on the
X-axis while a right click would set it on the Y-axis.
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There are several other plots provided for your deeper analysis. Use them judiciously to
fine tune your model. One such plot of Cost/Benefit analysis is shown below for your
quick reference.

@® @ Weka Classifier: Cost/Benefit Analysis - trees.J48 (class = yes)
[x: sample size (Num) ] | ¥: True Posiuve Rate (Num) 1v] [x: sample size (vum) v | ¥: CostyBenefit (num) B
| Colour: Threshold (Num) q | Select Instance q | Colour: Threshold (Num) q | Select Instance q
[ Clear H Open H Save J Jitter [ Clear J[ Open H Save J Jitter
Plot: ThresholdCurve _ Plot: Cost/Benefit Curve
1 ) 3
8.5 1 .59
o T 2 T
@ 8.5 1 @ 8.5 1
Threshold
() % of Population (_) % of Target (recall) (_) Score Threshold % of Population: 0
B % of Target: 0
O Score Threshold: 1
Confusion Matrix ~ Cost Matrix
i i dicied dicted (b Cost: 3
Predicted (a) Predicted (b) Predicted (a) Predicted (b) Random: 3
0 3 | Gain: 0
NN cox A @S - = AREL® | Maimize Costymeneti |
0 2 ) 1.0 0.0 Actual (b) Minimize Cost/Benefit
ox I 40% Actual (b): no - .
Total Population: | 5 ® Cost () Benefit

Classification Accuracy: 40%

Explaining the analysis in these charts is beyond the scope of this tutorial. The reader is
encouraged to brush up their knowledge of analysis of machine learning algorithms.

In the next chapter, we will learn the next set of machine learning algorithms, that is
clustering.
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9. WEKA — Clustering

A clustering algorithm finds groups of similar instances in the entire dataset. WEKA
supports several clustering algorithms such as EM, FilteredClusterer, HierarchicalClusterer,
SimpleKMeans and so on. You should understand these algorithms completely to fully
exploit the WEKA capabilities.

As in the case of classification, WEKA allows you to visualize the detected clusters
graphically. To demonstrate the clustering, we will use the provided iris database. The
data set contains three classes of 50 instances each. Each class refers to a type of iris
plant.

Loading Data

In the WEKA explorer select the Preprocess tab. Click on the Open file ... option and
select the iris.arff file in the file selection dialog. When you load the data, the screen looks
like as shown below:

e _@® Weka Explorer
_[ PreprocessT CIassifyT Cluster T Associate T Select attributes T Visualize ]

[ Open file... ] l Open URL... J l Open DB... J l Generate... J l Undo J l Edit... J l Save... J

Filter
+

l Choose J|Attrihute§election -E "weka.attributeSelection.CfsSubsetEval -P 1 -E 1" -5 "weka.attributeSelection.BestFirst -D 1 “ Apply J Stop

Current relation Selected attribute
a1 (4 . ]
Relation: iris Attributes: 5 Name: sepallength Type: Numeric
Instances: 150 Sum of weights: 150 Missing: 0 (0%) Distinct: 35 Unigue: 9 (6%)
Attributes Statistic | Value
( | Minimum 4.3
Maximum 7o)
AL [ Nome || imert || Patten | Mean 5.843
StdDev 0.828
No. | | Name

1 @ sepallength
2 [ sepalwidth
3 [ petallength
4 [ petalwidth
5 [ class

lCIass: class {(Nom) |v]l Visualize All J

Remove

Status
E

0K
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You can observe that there are 150 instances and 5 attributes. The names of attributes
are listed as sepallength, sepalwidth, petallength, petalwidth and class. The first
four attributes are of numeric type while the class is a nominal type with 3 distinct values.
Examine each attribute to understand the features of the database. We will not do any
preprocessing on this data and straight-away proceed to model building.

Clustering

Click on the Cluster TAB to apply the clustering algorithms to our loaded data. Click on
the Choose button. You will see the following screen:

[ NON ] Weka Explorer
[ Preprocess T Classify TCIuster T Associate T Select attributes T Visualize ]
Clusterer
L1
v [ weka Fll-iter 1.0E-6 -M 1.0E-6 -K 10 -num-slots 1 -5 100
v Eclusterers
£ [ canopy terer output .
" Cobweb
EM
"| FarthestFirst
[ FilteredClusterar
[ HierarchicalClusterer
E| MakeDensityBasedClusterer
E| SimpleKMeans
Re
gk
Close
Status

oK ] Log ,Wxﬂ
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Now, select EM as the clustering algorithm. In the Cluster mode sub window, select the
Classes to clusters evaluation option as shown in the screenshot below:

| NON )
[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

Weka Explorer

Clusterer

| Choose J|EM -1100 -N -1 -X 10 -

max -1 -ll-cv 1.0E-6 -ll-iter 1.0E-6 -M 1.0E-6 -K 10 -num-slots 1 -5 100

Cluster mode
F'a

Clusterer output
-

(_) Use training set

() Supplied test set Set...

(_) Percentage split

(®) Classes to clusters evaluation

[ (Nom) class

[+/] store clusters for visualization

l

Ignore attributes

l

Start J

Result list (right-click for options)

Stop

Status

0K

wwﬂl

Click on the Start button to process the data. After a while, the results will be presented
on the screen.

Next, let us study the results.
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Examining Output

The output of the data processing is shown in the screen below:

[ NN ] Weka Explorer
[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]
Clusterer

l Choose J|EM -1100 -N -1 -X 10 -max -1 -ll-cv 1.0E-6 -ll-iter 1.OE-6 -M 1.0E-6 -K 10 -num-siots 1 -5 100

Cluster mode Clusterer output

(_) Use training set

Tr

O supplied test set Set === Model and evaluation on training set ===

Clustered Instances

=1
o

() Percentage split

(®) Classes to clusters evaluation 1] 28 ( 19%)
1 35 ( 23%)
[ (Mom) class |'] 2 2 ( 28%)
(V] store clusters for visualization 3 22 ( 15%)
4 23 ( 15%)
( Ignore attributes J
Log likelihood: -1.60803
[ Start J Stop
Result list (right=click for options) Class attribute: class

Classes to Clusters:

15:51:22 - EM

@ 1 2 3 4 <— assigned to cluster

28 @ B 22 0 | Iris-setosa h
@ @27 © 23 | Iris-versicolor

83515 @ @ | Iris-virginica

Cluster @ =— Iris-setosa
Cluster 1 =—— Iris-virginica
Cluster 2 <== Iris-versicolor
Cluster 3 <—- No class
Cluster 4 <=—- No class

Incorrectly clustered instances : 60.0 40 %

<

LN J T

Status

0K [ﬂj wx{]

From the output screen, you can observe that:

e There are 5 clustered instances detected in the database.

¢ The Cluster 0 represents setosa, Cluster 1 represents virginica, Cluster 2
represents versicolor, while the last two clusters do not have any class associated
with them.
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If you scroll up the output window, you will also see some statistics that gives the mean
and standard deviation for each of the attributes in the various detected clusters. This is
shown in the screenshot given below:

[ XoN ] Weka Explorer
[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]
Clusterer

[ Choose J‘EM -1100 -N -1 -X 10 -max -1 -ll-cv 1.0E-6 -ll-iter 1.0E-6 -M 1.0E-6 -K 10 -num-slots 1 -5 100

Cluster mode Clusterer output
() Use training set N
O suppliedtest set — === Clustering model (full training set) ===
() Percentage split % 66 -
(®) Classes to clusters evaluation =
l (Nomliclazs "] Number of clusters selected by cross validation: 5
[/] store clusters for visualization Number of iterations performed: 16
( Ignore attributes | Cluster
Attribute '] 1 2 3 4
Start Stop (0.18) (8.23) (0.28) (0.15) (@.15)
Result list (right-click for options) sepallength
mean 4.7748 6.8585 6.1613 5.2823 5.5432
15:51:22 - EM std. dev. 0.2405 0.5228 0.4138 0.2407 0.3159 VY,
sepalwidth
mean 3.1789 3.@862 2.8547 3.7037 2.5786
std. dev. #.2599 0.2891 0.2687 0.2857 0.2512
petallength
mean 1.4194 5.7859 4.7484 1.5173  3.863
std. dev. #.1692 0.4745 0.3193 0.1592 0.3516
petalwidth
mean 0.1948 2.1327 1.5757 0.3028 1.1696
std. dev. #.0557 ©.2359 0.2196 0.1212 0.1351
e
v
At J s
Status

0K lﬁj wx{]

Next, we will look at the visual representation of the clusters.
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Visualizing Clusters

Weka

To visualize the clusters, right click on the EM result in the Result list. You will see the
following options:
[ ] [ ] Weka Explorer
[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]
Clusterer
l Choose J|EM -1100 -N -1 -X 10 -max -1 -ll-cv 1.0E-6 -ll-iter 1.0E-6 -M 1.0E-6 -K 10 -num-slots 1 -5 100
Cluster mode Clusterer output
() Use training set .
© supplied test set Set... === Clustering model (full training set) ===
() Percentage split % 66 M
(® Classes to clusters evaluation =
l (NomHielas: "] Number of clusters selected by cross validation: 5
[/] store clusters for visualization Number of iterations performed: 16
L Ignore attributes Cluster
Attribute 1] 1 2 3 4
Start Stop (0.18) (0.23) (@.28) (8.15) (B.15)
Result list (right-click for options) sepallength
mean 4.7748 6.8585 6.1613 5.2823 5.5432
M std. dev. B.24065 ©.5228 0.4138 0.2487 0.3159 v,
View in main window sepalwidth
View in separate window mean 3.1789 3.0862 2.B8547 3.7037 2.5786
oy ool B std. dev. 9.2509 ©.2801 0.2687 0.2857 0.2512
Delete result buffer(s) petallength
Load model mean 1.4194 5.7859 4.7484 1.5173 3.863
save model std. dev. 0.1692 8.4745 ©.3193 0.1592 0.3516
Re-evaluate model on current test set petalwidth
Re-apply this model's configuration mean 8.1948 2.1327 1.5757 ©.3028 1.1696
Visualize cluster assignments std. dev. #.@8557 ©.2359 0.2196 @.1212 @.1351
Visualize tree ';
| << = Y
Status
ok o | 0

E
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Select Visualize cluster assignments. You will see the following output:

Weka Clusterer Visualize: 17:09:43 - EM (iris)

Weka

[)(: Instance_number (Num)

.v] | ¥: sepallength (Num)

[Cok)ur: Cluster {Nom)

.v] | Select Instance

Reset [ Clear J[ Open J[ Save J Jitter ©
Plot: iris_clustered
®
7.9
WX k4
®
s
®
" Y
s
H
4 S HH
Y x s
S S 4 Y s -4
s S
Y s S * Y
s 4 o X 4
k4 4 e MM o ox o
k4 s o s
— s k4 4 o o
6.1 wooMH o o
® " =]
a " a
H a
® a
H
X
ks
K H 4 S
S X o
e s S
s s
XA x 4
k4 e
4.3 .
o T74.5 149

Class colour

¥

cluster® clusterl cluster2

As in the case of classification, you will notice the distinction between the correctly and
incorrectly identified instances. You can play around by changing the X and Y axes to
analyze the results. You may use jittering as in the case of classification to find out the
concentration of correctly identified instances. The operations in visualization plot are
similar to the one you studied in the case of classification.

@ tutorialspoint

SIMPFPLYEASYLEARMNING

37



Applying Hierarchical Clusterer

Weka

To demonstrate the power of WEKA, let us now look into an application of another
clustering algorithm. In the WEKA explorer, select the HierarchicalClusterer as your ML
algorithm as shown in the screenshot shown below:

Weka Explorer

[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

Clusterer

10

H a a

¥ (&5 weka

A [E clusterers
[ canopy

[ Cobweb
Cem

[ FarthestFirst

ararf ara
HierarchicalClusterer
MakeDensityBasedClusterer
D SimpleKMeans

ka.core.EuclideanDistance -R first-last"

terer output

Close

Status

0K

%
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Weka

Choose the Cluster mode selection to Classes to cluster evaluation, and click on the

Start button. You will see the following output:

[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize W

Clusterer

[ Choose J|Hierarchicalclusurer -N 2 -L SINGLE -P -A “weka.core.EuclideanDistance -R first-last”

Cluster mode Clusterer output
() Use training set == Clustering model (full training set) == :
() supplied test set set
Cluster @
() Percentage split % 66 COOOeeeeeoeeeaee((e.2:2.03254,0.2:0.03254) : 0. 00913, (8.3:0.03254,0.3:0.03254) : 8. 00913) : 0
(®) Classes to clusters evaluation ! Cluster 1
l (Nom) class .'] ceeeececcccoeeeeeeeeeceiiid(1.4:0.07344, (((1.5:0.06508,1.5: 0. 06508) : 0. 00066, (1.4:0.05008,
(/] Store clusters for visualization
— Time taken to build model (full training data) : .83 seconds
L Ignore artributes )
== Model and evaluation on training set =—=
Start Stop
Clustered Instances
Result list (right-click for options)
1] 50 ( 33%)
17:23:50 - EM 1 100 ( 67%)
17:24:11 - HierarchicalClusterer
Class attribute: class
Classes to Clusters:
B 1 <= assigned to cluster
58 @ | Iris-setosa
@ 58 | Iris-versicolor
@ 58 | Iris-virginica
Cluster @ <— Iris-setosa
Cluster 1 <— Iris-versicolor
Incorrectly clustered instances : 50.8 33.3333 %
%
v
RA 7.
Status
oK Log o x0

Notice that in the Result list, there are two results listed: the first one is the EM result
and the second one is the current Hierarchical. Likewise, you can apply multiple ML
algorithms to the same dataset and quickly compare their results.
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If you examine the tree produced by this algorithm, you will see the following output:

[ ] Q Weka Cluster Tree Visualizer: 17:24:11 - HierarchicalClusterer (iris)

@mzmmmmgmmbﬁgemk

In the next chapter, you will study the Associate type of ML algorithms.

40

w tutorialspoint



10. WEKA — Association

It was observed that people who buy beer also buy diapers at the same time. That is there
is an association in buying beer and diapers together. Though this seems not well
convincing, this association rule was mined from huge databases of supermarkets.
Similarly, an association may be found between peanut butter and bread.

Finding such associations becomes vital for supermarkets as they would stock diapers next
to beers so that customers can locate both items easily resulting in an increased sale for
the supermarket.

The Apriori algorithm is one such algorithm in ML that finds out the probable associations
and creates association rules. WEKA provides the implementation of the Apriori algorithm.
You can define the minimum support and an acceptable confidence level while computing
these rules. You will apply the Apriori algorithm to the supermarket data provided in
the WEKA installation.

Loading Data

In the WEKA explorer, open the Preprocess tab, click on the Open file ... button and
select supermarket.arff database from the installation folder. After the data is loaded
you will see the following screen:

[ ] [ ] Weka Explorer
j PrepmcessT Class'rﬁ,‘T Cluster T Associate T Select attributes T Visualize W

[ Open file... ] l Open URL... J l Open DB... J l Generate... J Undo { Edit... J { Save... J

Filter

l Choose J|Nune “ Apply J Stop

Current relation Selected attribute

Relation: supermarket Atributes: 217 Name: departmentl Type: Nominal
Instances: 4627 Sum of weights: 4627 Missing: 3580 (77%) Distinct: 1 Unique: 0 (0%)

Attributes No. | Label | Count | Weight
1t 1047 1047.0

[ All J None J Invert J Patern |

No. | | Name |
departmentl ]

|| department2 ')

|| department3
) department4

] departments

(] departmems
department7
lljl desanmems ldﬂs!f total (Nom) |']l Visualize All |

] department9

10 [J grocery misc .
11 [_] departmentl1

12 [_]| baby needs

13 [ ] bread and cake

14 [ ] baking needs

15 [ ] coupons

16 [_] juice-sat-cord-ms
17 [ tea

18 [ ] biscuits

19 [J canned fish-meat

RN TR SNY

Al

Remove

Status

0K @ #XO
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Weka

The database contains 4627 instances and 217 attributes. You can easily understand how
difficult it would be to detect the association between such a large number of attributes.
Fortunately, this task is automated with the help of Apriori algorithm.

Associator

Click on the Associate TAB and click on the Choose button. Select the Apriori association
as shown in the screenshot:

o] [ ] Weka Explorer

[ Preprocess T ClassiﬁtT Cluster TAssociale T Select attributes T Visualize ]
Associator

‘]_1 -5-1.0-c-1

Futput

"] FilteredAssociator
[ FPGrowth

12

Close

Status

0K M on
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Weka

To set the parameters for the Apriori algorithm, click on its name, a window will pop up as
shown below that allows you to set the parameters:

[ Preprocess T ClassifyT Cluster T Associate T Select attributes T Visualizi @ ] weka.gui.GenericObjectEditor
Associator | weka.associations.Apriori
(1 —
| choose J|Apriori -N10-T0-C0.9 -D 0.05 -U%0 -M 0.1 -5 -1.0 About
r ~ |
r Associator o ut Class implementing an Apriori-type algorithm. l More J
Start Stop — ™
| capabilities |
Result list (right-click for options) \
car | False )
classindex -1
delta 0.05
doNotCheckCapabilities | False )

lowerBoundMinSupport 0.1

metricType | Confidence B3

minMetric 0.9

numRules | 10

outputitemSets | False B3

ols | False B3

significancelevel -1.0

treatZeroAsMissing | False )

upperBoundMinSupport | 1.0 ‘

verbose | False B3

Status
r

l Open... J l Save... ) L oK | l Cancel ) g x0

oK
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After you set the parameters, click the Start button. After a while you will see the results
as shown in the screenshot below:

[ NoN ] Weka Explorer

[ Preprocess T CIass'rﬁtT Cluster TAssociate T Select attributes T Visualize ]
Associator

l Choose J|Apri0ri -N10-T0O-C09-D0O.0O5-ULO-MO0.1-5-1.0-c-1

Associator output

Start Stop

Result list (right-clic...
17:35:48 - Apriori Minimum suppert: @.15 (694 instances)

Minimum metric <confidence>: 0.9
Number of cycles performed: 17

P

L

Generated sets of large itemsets:

Size of set of large itemsets L(1): 44
Size of set of large itemsets L(2): 380
Size of set of large itemsets L(3): 918
Size of set of large itemsets L(4): 633
Size of set of large itemsets L(5): 185

Size of set of large itemsets L(6): 1

Best rules found:

1. biscuits=t frozen foods=t fruit=t total=high 788 ==> bread and cake=t 723 <conf:(@.92)> 1ift:(1.27) lev:(.83]
2. baking needs=t biscuits=t fruit=t total=high 760 ==> bread and cake=t 696  <conf:(8.92)> lift:(1.27) lev:(0.03]
. baking needs=t frozen foods=t fruit=t total=high 770 = bread and cake=t 785  <conf:{0.92)> Llift:{1.27) lev:(¢
. biscuits=t fruit=t vegetables=t total=high 815 => bread and cake=t 746  <conf:(0.92)> lift:(1.27) lev:(0.03) |
. party snack foods=t fruit=t total=high 854 ==> bread and cake=t 779  <conf:(0.91)> Lift:(1.27) lev:(0.04) [164]
. biscuits=t frozen foods=t vegetables=t total=high 797 ==> bread and cake=t 725 <conf:(@.91)> 1ift:(1.26) lev:|
. baking needs=t biscuits=t vegetables=t total=high 772 ==> bread and cake=t 701  <conf:(.91)> lift:(1.26) lev:(
8. biscuits=t fruit=t total=high 954 ==> bread and cake=t 866  <conf:(@.91)> lift:(1.26) lev:(@.04) [179] conv:(3)
9. frozen foods=t fruit=t vegetables=t total=high 834 ==> bread and cake=t 757 <conf:(8.91)> 1ift:(1.26) lev:(@.¢
18. frozen foods=t fruit=t total=high 969 ==> bread and cake=t 877 <conf:(@.91)> 1ift:(1.26) lev:(0.04) [179] com

~ o s w

¥

<l J T

Status

0K @ wx{]

At the bottom, you will find the detected best rules of associations. This will help the
supermarket in stocking their products in appropriate shelves.
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11. WEKA — Feature Selection

When a database contains a large number of attributes, there will be several attributes
which do not become significant in the analysis that you are currently seeking. Thus,
removing the unwanted attributes from the dataset becomes an important task in
developing a good machine learning model.

You may examine the entire dataset visually and decide on the irrelevant attributes. This
could be a huge task for databases containing a large number of attributes like the
supermarket case that you saw in an earlier lesson. Fortunately, WEKA provides an
automated tool for feature selection.

This chapter demonstrate this feature on a database containing a large number of
attributes.

Loading Data

In the Preprocess tag of the WEKA explorer, select the labor.arff file for loading into the
system. When you load the data, you will see the following screen:

[ ] [ ] Weka Explorer
_[ Prepm:usT ClassifyT Cluster T Associate T Select attributes T Visualize ]

[ Open file... ] l Open URL... J L Open DB... J l Generate... J l Undo J l Edit... J L Save... J
Filter
{ Choose J|None “ Apply | Stop
Current relation Selected attribute
Relation: labor-neg-data Auributes: 17 Name: duration Type: Numeric
Instances: 57 Sum of weights: 57 Missing: 1 (2%) Distinct: 3 Unique: 0 (0%)
Attributes Statistic | Value
f | Minimum 1
Maximum 3
L Al JL Nne | imet  J|  Pattem Mean 2.161
StdDev 0.708
No. | | Name
2 ] wage-increase-first-year
3 l=J wage-increase-second-year
4[] wage-increase-third-year
5 [] cost-of-living-adjustment
6 [ working-hours
7 ension
8 H lsjlandbv—pav lClass: class (Nom) |vM Visualize All J
9 [ shift-differential

O

10 [_| education-allowance

11 [] statutory-holidays

12 [] vacation

13 ] longterm-disability-assistance
14 [ | contribution-to-dental-plan
15 [] bereavement-assistance

16 [_] contribution-to-health-plan
17 [ ] class

Remove

Status

oK
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Weka

Notice that there are 17 attributes. Our task is to create a reduced dataset by eliminating
some of the attributes which are irrelevant to our analysis.

Features Extraction

Click on the Select attributes TAB. You will see the following screen:

[ NON ) Weka Explorer

[ Preprocess T Classify T Cluster T Associate TSelect attributes T Visualize ]
Attribute Evaluator

[ Choose ||CfsSubsetEval -P 1 -E 1 ‘

Search Method

[ Choose |BestFirst -D1-NS5 ‘

Attribute Selection Mode Attribute selection output

| (®) Use full training set |
() Cross-validation  Folds 10

Seed 1

l (Nom) class i

Start Stop

Result list (right-click for options)

Status
0K Log o x0

Under the Attribute Evaluator and Search Method, you will find several options. We
will just use the defaults here. In the Attribute Selection Mode, use full training set

option.
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Click on the Start button to process the dataset. You will see the following output:

[ JoN ) Weka Explorer

[ Preprocess T Classify T Cluster T Associate TSelecl attributes T Visualize ]

Attribute Eval
-

| Choose J|cf55uhse15va| PI-E1

Search Method

| choose j|sestﬁrst -D1-NS5

Attribute Selection Mode Attribute selection output
Use full training set UETEAVENENT=g35 L5 (alce
(T) e contribution-to-health-plan
(_) Cross-validation Folds 10 class
Evaluation mode: evaluate on all training data
Seed 1
[ (Nom) class lv ] === Attribute Selection on all input data ===
Search Method:
ol Bion Best first.
Result list (right-click for options) Start set: no attributes
r N Search direction: forward

2-4F-47 - RactFirc e Stale search after 5 node expansions
o eior? = (R - G TR Total number of subsets evaluated: 114

Merit of best subset found: 0.363

CFS Subset Evaluator
Including locally predictive attributes

Attribute Subset Evaluator (supervised, Class (nominal): 17 class):

Selected attributes: 2,3,5,11,12,13,14 : 7
wage-increase-first-year
wage=-increase-second-year
cost-of-living-adjustment
statutory-holidays
vacation

contribution-to-dental-plan

longterm-disability-assistance

e

Status

0K
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Weka

At the bottom of the result window, you will get the list of Selected attributes. To get the
visual representation, right click on the result in the Result list.

The output is shown in the following screenshot:

Plot Matrix increase—firswager-increase -seconstyedr living -adjustmtan ry-holidays vacation longterm-disabilityeontribu

A
™,

class

contribution-to-¢

longterm-disabil

T g '
PlotSize: [100] © D Fast scrolling (uses more memory)
PointSize: [1] () | Update J
Jitter: O Select Attributes
| Colour: class (Nom) 'v| | subsample: | 100

Class Colour

B |
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Clicking on any of the squares will give you the data plot for your further analysis. A typical

data plot is shown below:

® @ Weka Explorer: Visualizing labor-neg-data-weka filters.unsupervised.attribute. Remove-V-R2-3,5,11-14,17

IX: cost-of-living-adjustment (Nom) q |Y: contribution-to-dental-plan (Nom) q
| Colour: class (Nom) q | Select Instance q
[ Clear J[ QOpen J[ Save J Jier ©

Plot: labor-neg-data-weka.filters.unsupervised.attribute.Remove-V-R2-3,5,11-14,17

4 3 i R .
u » Tl t
L R
L : [
X &
. 1
: ' [
i }
- 1
h ¥ . i
?_ E x ® k]
f
n
o
n
L= T T
none tc
tcf
Class colour

bad good

T

T

This is similar to the ones we have seen in the earlier chapters. Play around with the

different options available to analyze the results.

What's Next?

You have seen so far the power of WEKA in quickly developing machine learning models.
What we used is a graphical tool called Explorer for developing these models. WEKA also
provides a command line interface that gives you more power than provided in the

explorer.
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Weka

Clicking the Simple CLI button in the GUI Chooser application starts this command line
interface which is shown in the screenshot below:

[ ] [ ] Weka GUI Chooser
Program Visualization Tools Help

Applications

Explorer

WEKA S—

The University

“h of Waikato
A KnowledgeFlow
Workbench
Waikato Environment for Knowledge Analysis
Version 3.8.3
(c) 1999 - 2018 Simple CLI

The University of Waikato
Hamilton, New Zealand

e0e® SimpleCLI

Welcome to the WEKA SimplelLI

Enter commands in the textfield at the bottom of
the window. Use the up and down arrows to move
through previous commands.

Command completion for classnames and files is
initiated with <Tab=. In order to distinguish
between Tiles and classnames, file names must

be either absolute or start with './' or '~/'

(the latter is a shortcut for the home directory).
<Alt+BackSpace> is used for deleting the text

in the commandline in chunks.

Type 'help' followed by <Enter= to see an overview
of all commands.

Type your commands in the input box at the bottom. You will be able to do all that you
have done so far in the explorer plus much more. Refer to WEKA documentation
(https://www.cs.waikato.ac.nz/ml/weka/documentation.html) for further details.

Lastly, WEKA is developed in Java and provides an interface to its API. So if you are a Java
developer and keen to include WEKA ML implementations in your own Java projects, you
can do so easily.
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https://www.cs.waikato.ac.nz/ml/weka/documentation.html

Weka

Conclusion

WEKA is a powerful tool for developing machine learning models. It provides
implementation of several most widely used ML algorithms. Before these algorithms are
applied to your dataset, it also allows you to preprocess the data. The types of algorithms
that are supported are classified under Classify, Cluster, Associate, and Select attributes.
The result at various stages of processing can be visualized with a beautiful and powerful
visual representation. This makes it easier for a Data Scientist to quickly apply the various
machine learning techniques on his dataset, compare the results and create the best model
for the final use.
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