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                                                  Wen-mei William Hwu 

 
PERSONAL INFORMATION 

 

     Office:                                                                              Home: 

     Coordinated Science Laboratory                                      2709 Bayhill Drive 

     1308 West Main Street,                                                    Champaign, Illinois, 61822-7988 

     Urbana, Illinois, 61801-2307                                            (217) 359-8984 

     (217) 244-8270 

     (217) 333-5579 (FAX) 

     Email: w-hwu@illinois.edu 

 

EDUCATION 

 

     Ph.D., Computer Science,1987, University of California, Berkeley 

     B.S., Electrical Engineering, 1983, National Taiwan University, Taiwan 

 

CURRENT POSITION 

 

Professor and Sanders III Advanced Micro Devices, Inc., Endowed Chair, Electrical and Computer 

Engineering; Research Professor of Coordinated Science Laboratory, University of Illinois, 

Urbana-Champaign (UIUC). 

 
Chief Technology Officer and Co-Founder, MulticoreWare, Sunnnyvale, California, St. Louis, Missouri, 

Champaign, Illinois, Chennai, India, Chang-Chun and Beijing, China. 

 

Chief Scientist, Parallel Computing Institute, University of Illinois at Urbana-Champaign 

 
Board Member, Personify, Inc., Champaign, IL  

 

 

PROFESSIONAL EXPERIENCE 

 

September 2016 to present 

Co-Director (with Jinjun Xiong of IBM) of the IBM-Illinois Center for Cognitive Computing Systems 

Research, funded by IBM at a total of $8M for five years. The center funds a total of 30+ researchers 

working on hardware, software, and algorithms for building cognitive computing systems for innovative 

AI applications. 

 

June 2010 to present 

Co-Director (with Mateo Valero) of the PUMPS Summer School in Barcelona jointly offered by UIUC 

and the Universitat Politècnica de Catalunya. The summer school has been attended by about 100 faculty 

and graduate students worldwide every year to study the advanced parallel algorithm techniques for 

manycore computing systems.  

 

June 2008 to present 

Principle Investigator of the UIUC CUDA Center of Excellence, funded by NVIDIA at over $2.0 M in 

cash and equipment. The center has been seeded by the UIUC Institute of Advanced Computing 

Applications and Technology at $400,000. The Center offers a collaborative environment for faculty and 

staff from Physics, Bioengineering, Chemistry, Astronomy, ECE, CS, Mechanical Engineering, Material 

Science, Neural Science, Aeronautical Engineering, and NCSA to apply the new inexpensive, massively 

parallel GPU computing devices to accelerate breakthroughs in critical science and engineering 

problems. 

 

March 2008 to 2011 

mailto:w-hwu@illinois.edu
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Co-Director (with Marc Snir) of the UIUC Universal Parallel Computing Research Center (UPCRC), 

funded by Intel/Microsoft at $2M/year. The Center is also funded by an $8M match from UIUC. The 

Center offers a collaborative environment for 16 faculty and 22 graduate students from CS and ECE to 

work closely with Intel and Microsoft researchers to make parallel programming a ubiquitous practices. 

 

October 2007 to present 

Co-PI of the NSF $208M Petascale Leadership Computer Project with $70M matching from the State of 

Illinois, which will bring the fastest computer for the NSF community to the UIUC campus in 2011. I 

was responsible for the hardware section of the proposal. As the base hardware specification forms up, I 

am leading the effort to adapt new accelerator technologies into Blue Waters to extend its capabilities 

and lifetime. 

 

September 2006 to 2012 

Leader of the Concurrent Systems Design Theme of the MARCO FCRP Gigascale Systems Research 

Center, with 14 faculty from 8 universities (UIUC, UC Berkeley, University of Michigan, Ann Arbor, 

Princeton, CMU, MIT, U. Penn) and approximate budget of $2M/year for the Theme 

(www.gigascale.org). The Theme offers a collaborative environment for creating new programming 

models, frameworks, tools, and architectures to remove the major parallel programming cost for the 

entire semiconductor and computing industry. 

 

September 2003 to August 2006 

Co-lead of the Soft Systems Theme MARCO FCRP Gigascale Systems Research Center, with 

approximate budget of $1.1M/year for the Theme (www.gigascale.org). The theme offered a 

collaborative environment for creating programming models and tools for the upcoming acceleration 

technologies such as many-core chip multiprocessors and FPGA-based reconfigurable computing 

devices. This Theme was re-organized into the Concurrent Theme in 2006. 

     

   August 2003 to present 

   Sanders III Advanced Micro Devices, Inc., Endowed Chair, ECE 

   Research Professor of Coordinated Science Laboratory. 

   University of Illinois, Urbana-Champaign 

 

   August 2000 to August 2003 

   Franklin Woeltge Professor of Electrical and Computer Engineering, 

   Research Professor of Coordinated Science Laboratory. 

   University of Illinois, Urbana-Champaign. 

 

   August 1996 to July 2000 

   Professor of Electrical and Computer Engineering, 

   Research Professor of Coordinated Science Laboratory. 

   University of Illinois, Urbana-Champaign. 

 

   August 1997 to July 1999  

   Chairman, Computer Engineering Program, 

   Department of Electrical and Computer Engineering, 

   University of Illinois, Urbana-Champaign. 

 

   August 1992 to July 1996 

   Associate Professor of Electrical and Computer Engineering, 

   Research Associate Professor of Coordinated Science Laboratory, 

   University of Illinois, Urbana-Champaign. 

 

   August 1987 to July 1992 

   Assistant Professor of Electrical and Computer Engineering, 

   Research Assistant Professor of Coordinated Science Laboratory, 

   Senior Computer Systems Engineer of Center for Supercomputer Research 

http://www.gigascale.org/
http://www.gigascale.org/
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   and Development.  University of Illinois, Urbana-Champaign. 

 

 

 

 

 

AWARDS AND HONORS 

 

2014 IEEE Computer Society B. R. Rau Award, “for contributions to Instruction Level Parallelism 

technology, including compiler optimization, program representation, microarchitecture, and 

applications." 

 

2010 Distinguished Alumni Award, Electrical and Computer Science Department, University of 

California, Berkeley. 

 

IEEE Computer Society Charles Babbage Award “for visionary leadership & contributions to 

exploitation of instruction-level parallel processing,” May 28, 2009. 

 

ACM Fellow (elected 2002). “For contributions and technical leadership in the areas of instruction-level 

parallel processing computer architecture, microarchitecture and compilation.” 
 

Tau Beta Pi Daniel Drucker Eminent Faculty Award (2001). College of Engineering, University of 

Illinois, Urbana-Champaign.  

 

ACM Grace M. Hopper Award (1999), “For the design and implementation of the IMPACT compiler 

infrastructure which has been used extensively both by the microprocessor industry as a baseline for 

product development and by academia as a basis for advanced research and development in computer 

architecture and compiler design.” 

 

     ACM SigArch Maurice Wilkes Award (1998). "For contribution to the creation of the IMPACT 

     compiler and its use to evaluate new architecture features." 

 

     IEEE Fellow (elected 1998). "For contributions to high performance compiler and microarchitecture 

      technologies." 

 

     1994 University Scholars Award, University of Illinois, "For distinction as a member of the  

     faculty of the University of Illinois." 

 

 

Teaching: 

 

2014 College of Engineering Collins Award for Innovative Teaching, University of Illinois at Urbana-

Champaign. “For the creation of ECE408/CS483, its MOOC version, and its related summer schools 

worldwide” 

 

2002 ECE Outstanding Teacher Award. “For sustained excellence in the teaching of Compute 

Engineering courses and in guiding undergraduate students,” University of Illinois, Urbana-Champaign. 

 

1997 Eta Kappa Nu Holmes MacDonald Outstanding Teaching Award. 

 

     1997 Pierce Award, College of Engineering, University of Illinois. 

 

     Inclusion in the 1992, 1993, 1994, 1996, 1997, 2001 Advisor's List, College of Engineering, 

     University of Illinois. 

 

     Inclusion in the Incomplete List of Teachers Ranked as Excellent, University of Illinois, 
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Spring 2013 (ECE598H), Fall 2012 (ECE408), Fall 2009 (ECE411), Spring 2009 (ECE498AL), Fall 

2007(ECE498AL), Spring 2006, Spring 2003, Fall 2002, Spring 2002, Fall 1999, Spring 1999, Fall 

1998, Spring 1998, Fall 1997, Fall 1996, Spring 1996, Fall 1995, Fall 1994, Spring 1994,  Fall 1993, 

Spring 1993, Fall 1992, Spring 1992, Fall 1991, Spring 1991,  Fall 1990, Spring 1990, Spring 1989, 

Spring 1988. 

 

Research: 

 

Keynote speaker, “Architecture and Software for Emerging Low-Power Systems,” ISLPED, Taipei, 

July 26 2017 

 

Education/Career Keynote speaker, “What a great time to be a student in computing,” SC’2016, Salt 

Lake City, November 13, 2016. 

 

Keynote speaker, “Innovative Applications and Technology Pivots – A Perfect Storm in Computing” at 

ICS 2016. 

 

Keynote speaker, “Addressing the Accelerator Programming Challenges in Exascale Systems” at IEEE 

AsHES 2016. 

 

Distinguished Lecture Series speaker, Electrical and Computer Engineering Department, University of 

California, Santa Barbara, “What have we learned about programming heterogeneous parallel 

computing systems?” October 26, 2015. 

 

Distinguished Lecture Series Speaker, Computer Science Department, University of Chicago, 

“Rethinking Computer Architecture for Energy Limited Computing,” January 22, 2015. 

 

2014 MICRO Test-of-Time Award ACM/IEEE International Symposium on Microarchitecture,   

Yale N. Patt, Wen-mei Hwu, Michael C. Shebanow for their Micro-18 (1985) paper entitled “HPS, a 

New Microarchitecture: Rationale and Introduction.” 

 

2014 MICRO Test-of-Time Award ACM/IEEE International Symposium on Microarchitecture,   

Yale N. Patt, Wen-mei Hwu, Michael C. Shebanow for their Micro-18 (1985) paper entitled “Critical 

Issues Regarding HPS, A High Performance Microarchitecture.” 

 

Distinguished Lecture Series Speaker, Electrical and Computer Engineering Department, University of 

California, Riverside, “Scalability, Portability, and Productivity in GPU Computing,” March 10, 2014. 

 

NVIDIA CUDA Center of Excellence (CCoE) Achievement Award – Annual Competition among 22 

CCoEs worldwide, “For Fighting HIV with CUDA.” 2014. 

 

IBM Faculty Award, 2013. 

 

Keynote speaker, “Rethinking Computer Architecture for Throughput Computing,” SAMOS 2013 : 

International Conference on Embedded Computer Systems: Architectures, Modeling, and Simulation 

(SAMOS XIII), July 15-18, 2013. 

 

NVIDIA CUDA Center of Excellence (CCoE) Achievement Award - Annual Competition among 22 

CCoEs worldwide, “For GPU Computing in Blue Waters.” 2013 

 

Keynote speaker, “Scalability, Portability, and Numerical Stability in Many-core Parallel Libraries,” 

HiPEAC Conference, Berlin, Germany, January 21-23, 2013. 

 

Keynote speaker, "Heterogeneous Supercomputing in Blue Waters," CyberGIS Champaign, IL 2012. 
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Keynote speaker, "Language and Compiler Techniques for 

Scalable and Portable Applications," International Conference on Compiler Technology for High-

Performance Computing (CTHPC), Taipei, 2012 

 

Keynote speaker, “Application Scalability and Portability, key to low power, performance growth, and 

exascale,” CoolChips Yokohama Japan, April 18, 2012. 

 

Keynote speakers, "Meeting the Multicore Parallel Programming Scalability Challenge", Swidish 

Multicore Day, 2011 

 

Best Paper Award from FCCM 2011. "Multilevel Granularity Parallelism Synthesis on FPGAs", 

Papakonstantinou, Alexandros; Liang, Yun; Stratton, John A.; Gururaj, Karthik; Chen, Deming; Hwu, 

Wen-mei; Cong, Jason. Proceedings of the 2011 International Symposium on Field-Programmable 

Custom Computing Machines (FCCM). 

 

Keynote speaker, “Raising the Level of Multicore Programming with Compiler Technology, meeting a 

grand challenge” PACT 2010, Vienna, Austria, September 11, 2010. 

 

MasterWorks speaker, “High-Level Programming Models for Heterogeneous Parallel Computing” at 

SC2010 (a MasterWorks lecture). 

 

Best Paper Award, “FCUDA – Enabling Efficient Compilation of CUDA Kernels to FPGs,” 2009 IEEE 

International Symposium on Application-Specific Systems, Architectures, and Processors. 

 

Keynote Speaker, IEEE International Conference on Miltimedia and Expo (ICME), "Parallel 

Computing Revolution in Video Processing," New York City, July 2, 2009 

 

Plenary Speaker, SIAM Annual Meeting, “The Parallel Revolution in Computational Science and 

Engineering – applications, education, tools, and impact,” Denver, Colorado, July 7, 2009. 

 

Keynote Speaker, IEEE International Parallel and Distributed Processing Symposium, Rome, Italy, May 

2009. 

 

Keynote speaker, HPC Zurich, “Many-core computing, Current Victories and Coming Battles in 

Application Development,” September 8, 2008. (2008) 

 

Distinguished Lecture Series speaker, Samsung Research, “Many-core GPU Computing – Current 

Victories and Coming Battles,” Seoul, Korea, June 26, 2008. 

 

Distinguished Lecture Series speaker, Institute of Computing Technology, Chinese Academy of 

Sciences, “Programming Massively Parallel Processors – The CUDA experience,” June 21-22, 2008. 

 

Keynote speaker, “The Universal Parallelism Vision from Illinois,” Intel Programming Systems 

Conference, Santa Clara, California, April 22, 2008. 

 

Keynote speaker, “Many-core GPU Computing - Current Victories and Coming Battles in 

Application Development,” San Jose, California, April 1-2, 2008. 

 

Keynote speaker, “GPU Computing Research at UIUC,” Shanghai Many-Core Workshop, Shanghai, 

China, March 27-28, 2008. 

 

Distinguished Lecture Series speaker, Ohio Supercomputing Center and the Ohio State University and 

the Ohio Supercomputing Center, “Accelerating Science and Engineering Applications with GPU 

Computing,” February, 19, 2008. 
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Distinguished Lecture Series speaker, Department of Electrical and Computer Engineering, University 

of Toronto, “GPU Computing – why is it exciting so many application developers, ” November 30, 

2007. 

 

Keynote speaker, “A New GPU Computing and Education Environment for Accelerating Science 

Discoveries and Engineering Breakthroughs,” First GPGPU Workshop, Boston, MA, October 2007.  

 

Keynote speaker, "Top Five Reasons why Sequential Programming Model May Be the Best Way to 

Program  Many-core Microprocessors,” the 39th Annual ACM/IEEE Symposium on  

     Microarchitecture, Orlando, FL, December 2006. 

 

2006 ISCA Influential Paper Award for 1991: “IMPACT: An Architectural Framework for 

Multiple-Instruction-Issue Processors" by Pohua P. Chang, Scott A. Mahlke, William Y. Chen, 

Nancy J. Warter, and Wen-mei W. Hwu, in Proceedings of  the International Symposium on 

Computer Architecture, 1991. 

 

IEEE Micro’s Top Picks from the Microarchitecture Conferences in 2005 for “Flea-Flicker Multipass 

Pipelining: An Alternative to the High-Power Out-of-Order Offense.” By R.D. Barnes, S. Ryoo, and W. 

W. Hwu. 

 

2002 ComputerWorld Honors Archive Medal, Nominated by Hewlett-Packard, “For Innovation in the 

Illinois Sandbox e-Services for Campus Life.” 

 

     IEEE Fellow (elected 1998). "For contributions to high performance compiler and microarchitecture 

      technologies." 

 

     1994 University Scholars Award, University of Illinois, "For distinction as a member of the  

     faculty of the University of Illinois." 

 

     1994 Senior Xerox Award for Faculty Research, College of Engineering, University of Illinois, 

     "In recognition of excellence in engineering research during the past five academic years." 

 

     Eta Kappa Nu Outstanding Young Electrical Engineer Award for 1993 by the National Jury of 

     Award, "By virtue of his very significant contribution to computer engineering, and for his  

     dedication as an outstanding teacher, advisor, and leader in his profession." 

     Presidential letter from Bill Clinton, "I am delighted to join your friends, family, and colleagues 

     in congratulating you on winning the 1993 Eta Kappa Nu Outstanding Young Electrical Engineer 

     Award. This award is a fitting treatment to your visionary work in computer engineering. Our  

     nation's continued success requires us to remain at the forefront of innovation in science and  

     technology, and you can take great pride in your contribution endeavor. Your work in this exciting 

     field has already led to new discoveries, and the guidance you have provided to your students has 

     infused the world of computer engineering with the talents of other young achievers..." 

 

 

 

Invited Lectures 

 

Distinguished Lecture Series Speaker, Computer Science Department, University of Chicago, 

“Rethinking Computer Architecture for Energy Limited Computing,” January 22, 2015. 

 

ECE Departmental Colloquium Speaker, University of British Columbia, “Moving Towards Exascale 

with Lessons Learned from GPU Computing,” October 13, 2014. 

 

ECE Departmental Colloquium Speaker, Columbia University, “Moving Towards Exascale with 

Lessons Learned from GPU Computing,” October 6, 2014. 
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ECE Departmental Colloquium, Cornell University, “Scalability, Portability, and Productivity of 

Heterogeneous Parallel Computing,” April 7, 2014 

 

EECS Departmental Colloquium Speaker, University of Michigan, “Scalability, Portability, and 

Productivity in GPU Computing,” March 18, 2014 

 

ECE Departmental Colloquium Speaker, Carnegie-Mellon University, “Enabling Unified Code Base for 

Scalable Heterogeneous Parallel Computing,” October 28, 2013. 

 

EE Departmental Seminar Series, Stanford University, “Why are GPUs so hard to program – or are 

they?” February 27, 2013 

 

CS Departmental Seminar Series, National Chiao-Tung University, “Application Scalability – Key to 

Low Power, Performance Growth, and Exascale,” May 21, 2012 

 

W. W. Hwu, “Towards Ultra-efficient Computing Platforms,”  ECE Distinguished Lecture Series, 

University of Texas, Austin, December 5, 2005 

 

W. W. Hwu, “Breaking the Memory Wall for Scalable Microprocessor Platforms,” Keynote, 

International Conference on Parallel Arhcitectures and Compilers, France, October 1, 2004. 

 

W.W. Hwu, Keynote, “Workload Characterization and Run-time Code Adaptation,” Workshop on 

Workload Characterization, December 1, 2001. 

 

Keynote speaker, "VLIW: Is it for Real This Time?" the 27th Annual ACM/IEEE Symposium on  

     Microarchitecture, San Jose, CA, 1994. 

 

     Keynote speaker, “EPIC Architecture,” All-Spain Parallelism Conference, Murcial, Spain, 1999. 

 

W. W. Hwu, “Ultra-Efficient Computer Architectures, how do we get there?,” Distinguished Lecture 

Series, Department of  Computer Science and Engineering, University of Minnesota, October 20, 2003. 

 

W. W. Hwu, “ROAR: Runtime Optimization Architecture for EPIC Processors,” Distinguished Lecture 

Series, Department of Electrical Engineering, University of Southern California, April 3, 2002. 

 

W. W. Hwu, “Instruction-Level Parallel Processing – The IMPACT Perspective,” UCLA Jon Postel 

Lecture Series, Department of Computer Science, March 14, 2002. 

 

Distinguished Lecturer, "EPIC and Beyond, the future of high-end microprocessors," Department of  

Electrical and Computer Engineering, Purdue University, March 23, 2000.  

 

Courant Institute Series Lecturer, "Predicated Microprocessor Architectures and their Enabling 

Compiler Technology," NYU, New York City, October 2, 1997. 

 

Intel Associate Professor, Electrical and Computer Engineering, 1992-1993. 

 

     Intel Visiting Faculty Award, 1992. 

 

     Best paper award for, "Comparing Static and Dynamic Code Scheduling for Multiple-Instruction- 

     Issue Processors," in the Proceedings of the 24th Annual ACM/IEEE International Symposium on 

     Microarchitecture, Albuquerque, New Mexico, November 18-20, 1991. 

 

     NSF Research Initiation Award, July 1988. 
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     Best paper award for, "HPSm2: a Refined Single-chip Microengine," presented at the 21st Annual 

     Hawaii International Conference on System Sciences, January 1988. 

 

     Best paper award for "An HPS Implementation of VAX; Initial Design and Analysis," presented at 

     The 19th Annual Hawaii International Conference on System Sciences, January 1986. 

 

Service: 

 

     1994 ACM Recognition of Service Award, "In appreciation for Contributions to the Association For  

     Computing Machinery - Co-chair ISCA'94." IEEE Computer Society Certificate of Appreciation  

 

1993 IEEE Computer Society Certificate of Appreciation, "For service as Both General and Program 

Chair for the silver anniversary MICRO conference, making the conference an outstanding success" 

 

IEEE Computer Magazine 1993 list of distinguished reviewers, "for dedication, quality of work, and 

expertise" 

 

Honor and Professional Societies 

 

Eta Kappa Nu, Institute of Electrical and Electronic Engineers, Association of Computing Machinery 

 

RESEARCH INTERESTS 

 

     Architecture, compilation, and microarchitecture of high performance parallel computer systems. 

 

CONSULTING ACTIVITIES 

 

     Served as a corporate consultant to Intel, Hewlett-Packard, Advanced Micro Devices, IBM, SUN 

     Microsystems, BOPS, NCR and Hitachi. 

 

     Served on the following corporate Boards 

 

 Personify, 2009 – present 

  Founding Director, Series A raised more than $8M 

 Huawei, 2013-2015 

  Technical Advisor for the Distributed Computing Lab 

 ZeroSoft, 2007 – 2010 

  Technical Advisor, acquired by Synopsis for $24M 

 Algo-To-Chip, 2009 – 2013 

  Technical Advisor, Acquired by Nitto Denko for an undisclosed amount 

 Synfora, 2004-2010 

  Technical Advisor, Series A-D, raised $22M, acquired by Synopsys 

 Ageia, 2003-2008 

  Technical Advisor, Series A raised $3.5M, acquired by NVIDIA for an undisclosed 

amount 

 ST Microelectronic, 2006-2010 

  

    Served as an expert witness for the following cases: 

 

NAZOMI Communications, Inc. vs. ARM Holdings, PLC, ARM Limited, and ARM Inc., United 

States District Court, Northern District of California, served as an expert witness retained by ARM 

(respondent), with declarations, depositions, and testimony, 2002-2006. 

 

 EMC vs. Hewlett-Packard, served as an expert witness retained by Hewlett-Packard, case settled 

before trial, 2003. 
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 Biax Corporation vs. Phillips Semiconductors, United States International Trade Commission, 

served as an expert witness retained by Phillips (respondent), with declarations, depositions, and 

testimony, 2006-2007. 

 

 ZiiLab vs. Apple Inc., U.S. Patent and Trademark Office, Patent Trial and Appeal Board, served 

as an expert witness retained by Apple Inc., with a declaration, 2015. 

 

PROFESSIONAL SOCIETIES ACTIVITIES 

 

Program Co-Chair for the 2016 ACM/IEEE International Conference on Parallel Architecture and 

Compiler Techniques, 2016. 

 

Co-Guest Editor with Sanjay Patel, IEEE MICRO Special Issue on Accelerator Architectures, 

June/July, 2008. 

 

Program Chair for the 2008 ACM/IEEE International Symposium on Computer Architecture, Beijing, 

China, June 2008. 

 

Program Chair for the 1st Annual ACM/IEEE International Symposium on Code Generation and 

optimization, San Francisco, 2003. 

 

Chair, 2002 ACM SigArch Maurice Wilks Award nominations committee. Member 2001-2003. 

 

     Program Chair for the 7th Annual IEEE International Symposium on High Performance Computer  

     Architecture (HPCA), Monterrey, Mexico, 2001. 

 

     Member of National Jury, 2000 Eta Kappa Nu Holmes MacDonald Outstanding Teaching Award 

 

     Chair, 1997 ACM/IEEE Eckert-Mauchly Award committee.  Member, 1995-1998. 

 

     General Conference Co-Chair, the 21st Annual ACM/IEEE International Symposium on Computer 

     Architecture, Chicago, Illinois, 1994. 

 

     General and Program Chair, the 25th Annual ACM/IEEE International Symposium on 

     Microarchitecture, Portland, Oregon, 1992. 

 

     Program Chair for the 21st Annual ACM/IEEE International Symposium on Microarchitecture, 

     San Diego, California, 1988. 

 

     Served on the program committees for the following years of ACM/IEEE Annual International 

     Symposium on Computer Architecture (ISCA): 

     42nd, 2015 

35th, Beijing, China, 2008 

     33rd, Boston, 2006 

31st, Munich, 2004 

     28th, Sweden, 2001 

     25th, Barcelona, Spain, 1998 

     24th, Denver, Colorado, 1997 

     22nd, Santa Margherita, Italy, 1995 

     20th, San Diego, CA, 1993 

     15th, Hononulu, Hawaii, 1988 

 

     Served on the program committees for the following years of ACM/IEEE International Conference on 

     Architectural Support for Programming Languages and Operating Systems (ASPLOS): 

  

12th, San Jose, 2006 
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9th, Boston, 2000 

     8th, Santa Clara, 1998 

     7th, Boston, 1996. 

     6th, Santa Clara, 1994. 

 

     Served on the program and/or steering committees for the following years of the Annual ACM/IEEE 

     International Symposium on Microarchitecture (MICRO): 

48th, Honolulu, HI, 2015 

41st, Como, Italy, 2008 

40th, Chicago, 2007 

39th, Orlando, Florida, 2006 

38th, Barcelona, Spain, 2005 

37th, Portland, Oregon, 2004 

36th, San Diego, 2003 

35th, Istanbul, Turkey, 2002 

34th, Austin, Texas, 2001 

     33rd, San Jose, California, 2000 

     32nd, Haifa, Israel, 1999 

     31st, Dallas, Texas, 1998 

     30th, Raleigh, North Carolina, 1997 

     29th, Paris, France, 1996 

     28th, Ann Arbor, Michigan, 1995 

     27th, Santa Clara, California, 1994 

     26th, Austin, Texas, 1993 

     25th, Portland, Oregon, 1992 

     24th, Albuquerque, New Mexico, 1991 

     21st, San Diego, California, 1988. 

      

     Served on the program committee for the following years of the IEEE International Symposium on High 

     Performance Computer Architecture (HPCA), Toulouse, France, 2000, Barcelona, Spain, 2016. 

 

     Served on the program committee for the following years of the ACM International Conference on  

     Supercomputing (ICS), Rhode, Greek, 1999, Kos, Greece, 2008 

 

     Served on the program committees for the following years of the ACM SIGPLAN Conference on 

     Programming Language Design and Implementation Philadelphia, Pennsylvania, 1996. 

 

Served on the steering committee and/or program committee for the ACM/IEEE Conference on Parallel 

Architectures and Compiler Technology (PACT): Brosv, Romania, 2007. 

 

Served on the steering committee and/or program committee for the EU Centers of Excellence High-

Performance and Embedded Architecture Conference (HiPEAC): Barcelona, Spain 2005, Ghent, 

Belgiun, 2007, Goteborg, Sweden, 2008. 

 

     Guest Editor, IEEE Transactions on Computer Special Issue in Memory of Dr. Bob Rau., October 2005. 

 

     Associate Editor, ACM Transactions of Architecture and Code optimization, 2003-present 

 

     Associate Editor, IEEE Computer Architecture Letters, 2003-present. 

 

     Associate Editor: Journal of Parallel Programming, 1992-2005.. 

 

     Served as a Minitrack Coordinator for the following years of Hawaii International Conference on 

     System Sciences: 

     25th, Koloa, Hawaii, 1992, 

     28th, Maui, Hawaii, 1995. 
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     Served on the following NSF Panels: CAREER, Research Initiation Award, and Small Business  

     Innovation Research Program. 

 

     Served as a referee/reviewer in the last two years for papers/books/proposals submitted to: 

 

     IEEE Transactions on Computers, 

     IEEE Transactions on Software Engineering, 

     IEEE Transactions of Parallel and Distributed Computing, 

     Journal of Parallel and Distributed Computing, IEEE Computers, 

     Software - Practice and Experience 

     International Symposium on Computer Architecture, 

     Hawaii International Conference on System Sciences, 

     Annual ACM/IEEE International Symposium on Microarchitectures, 

     International Conference on Parallel Processing, 

     Prentice-Hall, McGraw Hill, and National Science Foundation. 

 

     Fellow of ACM, Member of EKH. Fellow of IEEE. 

 

UNIVERSITY ADMINISTRATIVE ACTIVITIES 

 

Campus-level 

 

1. MOOC Advisory Committee, 2013-2015. 

2. Steering Committee member and Thrust leader, Information Trust Institute, 2006-2008. 

3. UIUC Marketing Strategy Committee, 2005-2006 

4. University Scholar Selection Committee, University of Illinois, 2002 

5. Campus Level Promotion and Tenure Committee, University of Illinois, Urbana-Champaign, 2001-

2003 

6. Office of Technology Management Advisory Board, University of Illinois, Urbana-Champaign, 

2001-present 

7. Office of Technology Management Assistant Directory Search Committee, 2002 

8. Research Technology Management Office Business Plan Committee, 2000-2001 

9. Research Technology Management Office Review Committee, 1999-2000 

10. Chair, Research Technology Management Office Technology Transfer Specialist Search 

Committee, 2000. 

 

Department-level 

 

1. ECE Advisory Committee, 2005-2015 

2. CSL Assistant Director Search Committee, 2002 

3. ECE Curriculum Committee, 2001-present 

4. ECE Faculty Search Committee, 1998-present 

5. ECE Long Range Planning Committee, 1999-2001 

6. ECE Teaching Evaluation Committee, 1999-present 

 

 

GRADUATE STUDENTS ADVISED 

 

     (a) Ph.D. Degrees Completed: 36 theses (see Ph.D. Theses Supervised Section) 

 

 Example of student placements in academia: 

 

  Tom Conte: Full Professor, ECE, North Carolina State University 

  Nancy Warter: Full Professor, California State University, Los Angeles 

  Scott Mahlke: Assistant Professor, EECS, University of Michigan, Ann Arbor 
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  David August: Assistant Professor, CS, Princeton University 

  Dan Connors: Assistant professor,  ECE, University of Colorado, Boulder 

  Don Barnes: Assistant Professorm ECE, George Mason University 

   

     (b) M.S. Degrees Completed: 70 theses (see M.S. Theses Supervised Section) 

     (c) Ph.D. Thesis Students Supervised at Present: 7 

 

Sain-Zee Ueng, Chris Rodrigues, Sara Sadeghi (CS), John Stratton, Victor Huang (CS), Deepthi 

Nandakumar, Xiao-Long Wu 

 

     (d) M.S. Thesis Students Supervised at Present: 0 

 

 

     (e) Served on more than 50 other final examination thesis committees. 

 

UNDERGRADUATE RESEARCH STUDENTS ADVISED 

 

John Stratton (with over 25 other previous students) 

 

TEACHING EXPERIENCE 

 

     Senior/Junior: Computer Organization and Design, with labs based on hardware description languages 

     Senior/Junior: Software Engineering Tools for Computer Engineers 

Senior/Junior: Microcomputer Laboratory, with labs based on hardware description languages 

Senior/Junior: Applied Parallel Programming 

     Graduate Level: Computer Architecture 

     Graduate Level: High Performance Computer Architecture and Software 

Graduate Level: Parallel Algorithm Techniques for GPU Programming 

 

Courses and Laboratory Developed: 

 

     Graduate Level: 

 

Parallel Algorithm Techniques for GPU programming. Created the course and made it a permanent 

course ECE508. The course covers common algorithm techniques used to regularize data and 

computation to achieve scalability in parallel applications. The course has also been shared with other 

institutions such as NCSU, U. Minnesota, U. Tennessee, Georgia Tech, and U. Oklahoma. 

 

     High Performance Computer Architecture and Software. Created the course and made it a permanent  

     part of the curriculum. Developed course materials in superscalar microprocessor design, multiprocessor 

     system architecture, multiprocessor interconnect design, multiprocessor memory subsystem design, 

     multiprocessor I/O subsystem design, and compilation for superscalar and multiprocessor systems. 

 

     Senior/Junior: 

 

     Heterogeneous Parallel Programming. Created the course in partner with Coursera, offered three times 

in 2013, 2014, and 2015. The course is 8 weeks and covers concepts and techniques programming CPU-

GPU heterogeneous parallel computing systems. The main topics include kernel-based parallel 

programming, hierarchical memory models, performance considerations, important parallel algorithm 

patterns, and important programming languages. The course is accompanied by a web-based GPU 

programming environment. It has been taken by more than 70,000 students worldwide. 

 

Programming Massively Parallel Processors. Created the course and made it into a permanent ECE408 

course. The course covers concepts and techniques programming CPU-GPU heterogeneous parallel 

computing systems. The main topics include kernel-based parallel programming, hierarchical memory 

models, performance considerations, important parallel algorithm patterns, and important programming 
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languages. Short versions of the course has been offered as VSCSE Summer School, PUMPS Summer 

School, and other summer schools worldwide. 

 

Created Computer Architecture Laboratory consisting of a network of 50 HP/Apollo, Mentor design 

     and simulation tools, and laboratory projects. Developed laboratory projects on the design of special 

     purpose processors, microprogrammed CPU's, pipelined CPU's, memory management units, and I/O 

     controllers using VHDL. Develop lectures to complement the laboratory projects. 

 

RESEARCH CONTRACTS AND GRANTS 

 

From HP: 

(1) Principle Investigator, 2015-2017, $100,000/year, “Programming Models and Systems for Data 

Centric Computing Architectures.” 

(2) Principal Investigator, 2005-2008,$250,000/year, “UIUC Gelato Efforts.” 

(3) Co-Principal Investigator with Ravi Iyer and Bill Sanders, 2004-2007, $400,000 “Trustworthy Utility 

Fabric.”. 

(4) Principal Investigator, Equipment Grant, 2002, $350,000, “McKinley Systems for GELATO Software 

Activities at UIUC/NCSA.” 

(5) Principal Investigator, Equipment Grant, 2002, $250,000, “Advanced Operating Structures for the 

Itanium Processor Family.” 

(6) Co-Principal Investigator with Dan Reed (NCSA), 2002-2004, $750,000, “UIUC Gelato Agreement 

with Hewlett-Packard.” 

(7) Principal Investigator, Equipment Grant 2002, $115,260, “Mobile Initiative, Stage II UIUC e-Service  

(8) Principal Investigator, Equipment Grant 2001, $500,000, “Mobile Initiative: UIUC Campus Wireless 

Infrastructure.” 

(9) Principal Investigator, 1999-2003, $1,500,000, “Post-Link Optimization Technology for Future Server 

Architectures.” 

(10) Co-Principal Investigator with Thomas Conte (NCSU), 1999-2001, $1,000,000 ($667,000 to UIUC, 

$333,000 to NCSU), “EPIC Education.” 

(11) Principal Investigator, 1998-1999, $260,000, “Real-time Java System Technology.” 

(12) Principal Investigator, 1996-1999, $195.000, “Compiler and Debugger Support Debugging Optimized 

Code."Principal Investigator, 1995, $50,000, “ Instruction-level Parallel Processing Technology.” 

(13) Gift, 1992-1998, $450,000, Equipment and software grant through HP’s Research Grants, program in 

recognition of Hwu's contribution in the areas of compiler optimization and RISC-based architecture. 

(14) Principal Investigator, 1992-1995, $300,000, "New Compiler and Architecture Technology for PA 

       and VLIW." 

 

From NVIDIA: 

(1) Principal Investigator, 2008-2016, $2,000,000, “UIUC CUDA Center of Excellence” 

 

From Intel: 

(1) Co-Principal Investigator (with Marc Snir), 2008-2013, Universal Parallel Computing Research Center 

(UPCRC), $10M. (Funded by Intel and Microsoft) 

(2) Principle  Investigator, 2005-present, $100,000/year, “UIUC Gelato Efforts.” 

(3) Principal Investigator, 1999-2002, $465,000, “Second-Generation EPIC Compiler Technology.” 

(4) Principal Investigator, 1997-2000, $90,000, "Intelligent Cache Hierarchy Management." 

(5) Principal Investigator, 1995-1998, $180,000, "Predicated Execution Architectures." 

(6) Gift, 1994, $9,928, Equipment gift in recognition of Hwu's contribution in the area  

      of superscalar microprocessors. 

(7) Principal Investigator, 1994-1997, $90,000, "Architecture and Compiler Techniques to Improve 

      Performance Through ILP Discovery." 

(8) Principal Investigator, 1992-1995, $90,000, "New X86 Architecture Directions and Compilation 

      Technology." 

 

From AMD: 

(1) Principal Investigator, 1994-1998 contract, $600,000, "The IMPACT/X86 Compilation and Binary 
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      Reoptimization Technology." 

(2) Gift, 1990-2000, $432,000, in recognition of Hwu's contribution in the areas of  superscalar 

       microprocessors. 

  

From MARCO/DARPA: 

(1) Principle Investigator, 2012-2108, $1,500,000, “UIUC involvement in the C-FAR Research Center.” 

(2) Principle Investigator, 2009-2012, $2,600,000, “UIUC involvement in the Gigascale Systems Research 

Center.” 

(3) Principle Investigator, 2006-2009, $800,000, “UIUC involvement in the Center for Circuits, Systems, 

and Solutions.” 

(4) Principle Investigator, 2006-2009, $2,700,000, “UIUC involvement in the Gigascale Systems Research 

Center.” 

(5) Principle Investigator, 2001-2004, $2,500,000, Soft Systems Thrust, Center for Circuits, Systems, and 

Software. 

(6) Principle Investigator, 2006-2009, $600,000, “UIUC involvement in the Center for Circuits, Systems, 

and Solutions.” 

 

From DARPA: 

(1)   Co-Principal Investigator (with Andrew Chien, Lautra Caringtn), 2013-2015, $2,000,000, “10x10: 

Systematic Software-Hardware Heterogeneity for Power-efficient Embedded Computing.” 

 

From NSF: 

(1) Co-Principle Investigator (with Bill Kramer and Bill Gropp), 2015-1018, Petascale Application 

Improvement Discovery (PAID), $2,500,000. 

(2) Co-Principal Investigator (with Thom Dunning, Rob Pennington, Marc Snir, Ed Siedel),2008-2016, 

$208M  “Leadership Petascale Computer for the U.S. Science and Engineering Community” 

(3) Principle Investigator, 2006-2010, $500,000, NSF Computer Research Infrastructure Grant, “Trusted 

ILLIAC: A Configurable, Application-Aware, High-Performance Platform for Trustworthy 

Computing.” 

(4) Co-Principal Investigator with S. Adve, D. Padua, L. Kale, S. Patel, Equipment Grant, $120,000, 

"CISE Research Resources:   Programming Environments and Applications for Clusters and Grids." 

(5) Co-Principal Investigator, 2000-2003, $1,600,000, “ITR: Experimental Validation of Large-Scale 

Network Software.” 

(6) Principal Investigator, 1998-2000, $158,352, “A New Approach to Accurate and Efficient Pointer 

Analysis for Large C and Object Oriented Program.” 

(7) Principal Investigator, 1996-1998, $109,328, "Data Speculation for Instruction-Level Parallel 

Processing System.” 

(8) Principal Investigator, 1994, $6,000, Student Travel Grant for the 21s International Symposium on 

Computer Architecture, Chicago, Illinois, 1994. 

(9) Principal Investigator, 1993-1995, $163,670, "Predicated and Speculative Execution Support for 

Instruction Level Parallel Processing." 

(10) Co-PI with Yew and Bruner, 1993-1995, $367,599, "Improving the Performance of Scalable Shared- 

Memory Multiprocessors." 

(11) Principal Investigator, 1988-1990, $70,000, "Integrating Compiler Technologies and Parallel 

Microarchitectures for High Performance Micro System Design." 

 

From Department of Energy  

(1) CS Co-Principle Investigator, 2014-2019, $10,000,000 “The Center for Exascale Simulation of 

Plasma-Coupled Combustion 

 

(2) Co-Principle Investigator (with Jeff Vetter,, Al Malony, Rich Vuduc) , 2010-2013, $2,300,000, 

“Vancouver: Designing a Next Generation Software Infrastructure for Heterogeneous Exascale 

Computing.”  

 

 

From SRC: 
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(1) Principal Investigator, 2000-2003, $450,000, “Memory Efficient EPIC/VLIW Architecture.” 

 

From AT&T/NCR: 

 (1) Principal Investigator, 1990-1997, $1,093,624, "The IMPACT Compiler Technology." 

 

From Lucent Technologies: 

(1) Principal Investigator, 1999, $25,000, “Computer System Technology for Future High-Performance, 

Always Available, Versatile Switches.” 

(2) Principal Investigator, special purpose grant, 1995, $50,000, "Wireless Information Management." 

 

From SUN Microsystems: 

(1) Principal Investigator, 1995, $25,000, "ILP techniques for future SPARC Technology." 

(2) Gift, 1993, $150,000, in recognition of Hwu's contribution in the area of architecture 

      research for superscalar , microprocessors. 

(3) Principal Investigator, 1993-1994, $60,000, "Design and Analysis of A Superscalar Processor." 

 

Other Grants: 

(1) Microsoft, Gift, 1999, $35,000, in recogition of Hwu’s contribution in the area of advanced compiler 

optimizations for microprocessors 

(2) Motorola (Co-PI with Liang Lui, CEE), 1999-, $60,000/year, “Architecture and Compiler Technology 

for Future Heterogeneous Multiprocessors for Telecommunication” 

(3) Motorola (Principal Investigator), 2000-, $60,000/year, “Architecture and Compiler Technology for 

Future Heterogeneous Multiprocessors for Telecommunication.” 

(4) MAZDA (Principal Investigator), 1992-1995, $150,000, "New Computer Architecture Directions for 

High performance Embedded Applications.” 

(5) Matsushita (Principal Investigator), 1991-1993 , $100,000,  "Compilation technology for High 

Performance Parallel Processing Systems." 

(6) ONR (Co-Principal Investigator with Prof. K. Fuchs), 1988-1994, $393,168, "Compiler Assisted 

       Recovery for Fault-Tolerant Highly Parallel Multiprocessor Architectures." 

(7) JSEP (Faculty Investigator), 1989-1995, $180,000 for research directed by W. W. Hwu, "High- 

        Performance Systems Architecture." 

(8) NASA (Faculty Investigator in ICLASS Center), 1987-1997, $4,000,000.  ($300,000 for research 

directed by W. W. Hwu)  "Compilation and Architecture for High Performance Parallel Systems." 

 

TECHNOLOGY TRANSFER 

 

    OpenIMPACT UIUC/NCSA Open Source License, 2002. 

 

 IBM, Research Agreement and Source Code License, the IMPACT Compiler Software, 1998. 

 

     Lucent Technologies, Research Agreement and Source Code License, the IMPACT Compiler Software, 

     1997. 

 

     Intel, Research Agreement and Source Code License, the IMPACT Compiler Software, 1995. 

 

     AMD, Research Agreement and Source Code License, the IMPACT Compiler Software, 1994. 

 

     Hewlett-Packard, Research Agreement and Source License, the IMPACT Compiler Software, 1993. 

 

     Mazda, Source License, the IMPACT Compiler Software, 1994. 

 

     Matsushita, Source License, the IMPACT Compiler Software, 1994. 

 

     AT&T GIS, Source License, the IMPACT Compiler Software, 1993. 
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     SUN Microsystems, Source License, the IMPACT Compiler Software, 1993. 

 

     ITRI, ROC, Source License, the IMPACT Compiler Software, 1992. 

 

PRESENTATIONS AND INVITED SEMINARS 

 

(1) W. W. Hwu, invited speaker, “GPU Programming models and tools,” NSF/SRC VIA 2020 Workshop, 

Santa Cruz, July 11, 2008. 

 

(2) W. W. Hwu, Keynote speaker, “The Universal Parallelism Vision from Illinois,” Intel Programming 

Systems Conference, Santa Clara, California, April 22, 2008. 

 

(3) W.W. Hwu, Keynote speaker, “Many-core GPU Computing - Current Victories and Coming Battles in 

Application Development, San Jose, California, April 1-2, 2008. 

 

(4) W. W. Hwu, Keynote speaker, “GPU Computing Research at UIUC,” Shanghai Many-Core 

Workshop, Shanghai, China, March 27-28, 2008. 

 

(5) W. W. Hwu, “Concurrent Theme Highlights,” Plenary Session, The Annual Gigascale Systems 

Research Center Workshop hosted by IBM T.J. Watson Research Center, NY, March 4, 2008. 

 

(6) W.W. Hwu and Sanjay Patel, Invited Lecture, “Accelerating Science and Engineering Applications 

with GPU Computing,” 2008 Video Analysis and Content Extraction (VACE) Colloquium, Urbana-

Champaign, February 26, 2008. 

 

(7) W.W. Hwu, Distinguished Lecture Series speaker, Ohio Supercomputing Center and the Ohio State 

University and the Ohio Supercomputing Center, “Accelerating Science and Engineering Applications 

with GPU Computing,” February, 19, 2008. 

 

(8) W.W. Hwu, Distinguished Lecture Series speaker, Department of Electrical and Computer 

Engineering, University of Toronto, “GPU Computing – why is it exciting so many application 

developers, ” November 30, 2007. 

 

(9) W.W. Hwu, Keynote speaker, “A New GPU Computing and Education Environment for Accelerating 

Science Discoveries and Engineering Breakthroughs,” First GPGPU Workshop, Boston, MA, October 

2007.  

 

(10) W.W. Hwu, Invited Lecture, “GPU Computing – Programming, Performance, and Scalability,” 

National Research Council Taskforce on Sustaining the Growth of Computer Industry, Spetember 18, 

2007. 

 

(11) W.W. Hwu, “Performance Insights of Executing Non-Graphics Applications on the NVIDIA GeForce 

8800 and the CUDA Parallel Programming Environment,” HotChips 19, Stanford University, August 

20, 2007. 

(12) W.W. Hwu, “An Implicitly Parallel Compiler Technology Based on Phoenix for Thousand-Core 

Microprocessors.” Microsoft Faculty Summit, Bellevue, Washington, July 17, 2007 

(13) W.W. Hwu, “Implicitly Parallel Programming Models for Thousand Core Processors,” Design 

Automation Conference, June 7, 2007. 

(14) W.W. Hwu, “Implicitly Parallel Programming Models for Thousand Core Processors,” Microsoft 

Research, Bellevue, WA, May 15, 2007. 

(15) W.W. Hwu, “Multi-core Research and the Future of Itanium,” Plenary Speech, GELATO ICE 

Conference, April 16, 2007. 
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(16) W.W. Hwu, “Concurrency Systems Theme Highlights – Removing Software Development 

Roadblocks in Massively Parallel Semiconductor Computing Platforms,” The Annual Gigascale 

Systems Research Center Workshop hosted by Intel, Portland, OR, March 14, 2007. 

(17) W.W. Hwu, “Top Five Reasons why Sequential Programming Models may be the Best Way to 

Program Many-core Microprocessors,” Keynote, ACM/IEEE 39th Annual Symposium on 

Microarchitecture, Orland, FL, 2006. 

(18) W.W. Hwu, “Top Five Reasons why Sequential Programming Models may be the Best Way to 

Program Many-core Microprocessors,” Invited Lecture, IBM P=AC2 Conference, October 2006. 

(19) W.W. Hwu, “Introducing IMPACT Parallelism Discovery and Visualization into Phoenix,” Microsoft 

Faculty Summit, July 17, 2006 

(20) W.W. Hwu, Charting the Future of Computing – Trusted ILLIAC and Petascale Computing,” EECS 

College Colloquium, National Taiwan University, Taiwan, June 5, 2006. 

(21) W.W. Hwu, Charting the Future of Computing – Trusted ILLIAC and Petascale Computing,” Center 

Colloquium, ITRI, Taiwan, June 2, 2006. 

(22) W.W.Hwu, “Hardware Acceleration as a Mainstream Computing Paradigm,” EE Departmental 

Colloquium, National Chao-Tung University, Taiwan,  June 1, 2006. 

(23) W.W. Hwu, “Non-Traditional Accelerators for Science and Engineering Applications,” Institute of 

Advanced Computing Applications and Technologies, University of Illinois, April 21, 2006. 

(24) W.W. Hwu, “Towards Ultra-Efficient Computing Platforms,” CSE Departmental Colloquium, Penn 

State, Januray 12, 2006 

(25) W.W. Hwu,  “Towards Deep Analysis: Context Sensitive Analysis and Heap Specialization, Intel 

Santa Clara,  December 20 2005 

(26) W. W. Hwu, “Towards Deep Program Analysis – Context Sensitive Pointer Analysis and Heap Object 

Specialization,” Intel Multi-core University Research Forum, December 8, 2005 

(27) W. W. Hwu, “Towards Ultra-efficient Computing Platforms,”  ECE Distinguished Lecture Series, 

University of Texas, Austin, December 5, 2005 

(28) W. W. Hwu, “Removing compilation roadblocks for future multiprocessor systems,” Wen-mei Hwu, 

MARCO Live Meeting e-Workshop, September 15, 2005. 

 

(29) W.W. Hwu, “Demolishing Memory Wall for Future Scalable Computing Platforms,” IBM T.J. Watson 

Research Center Seminar on Computer Architecture, March 10, 2005. 

 

(30) W.W. Hwu, “Breaking Down the Memory Wall for Future Scalable Computing Platforms” ACM 

SigMicro On-line Seminar, http://sigmicro-online.org/seminars.html, January 18, 2005. 

 

 

(31) W.W. Hwu, “Ultra-efficient Computing Platforms: a Grand Challenge,” ECE/CREST Distinguished 

Lecture, Georgia Institute of Technoloy, October 28, 2004. 

 

(32) W. W. Hwu, “Ultra-efficient Computing Platforms: a Grand Challenge,” ECE Departmental 

Colloquium, North Carolina State University, October 11, 2004. 

 

(33) W. W. Hwu, “Breaking the Memory Wall for Scalable Microprocessor Platforms,” Keynote, 

International Conference on Parallel Arhcitectures and Compilers, France, October 1, 2004. 

 

(34) W. W. Hwu, “Ultra-Efficient Computing Platforms” Infineon, Munich, Germany, June 23, 2004. 

http://sigmicro-online.org/seminars.html
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(35) W. W. Hwu, “Ultra-Efficient Computer Architectures, how do we get there?” Cornell University 

School of Electrical and Computer Engineering Colloquium, April 27, 2004. 

 

(36) W. W. Hwu, “Ultra-Efficient Computer Architectures, how do we get there?,” Distinguished Lecture 

Series, Department of  Computer Science and Engineering, University of Minnesota, October 20, 

2003. 

 

(37) W.W. Hwu, “OpenIMPACT: Elevating the Performance of  IA-64 Linux Platforms,” GELATO 

Strategy Council Meeting, University of New South Wales, Sydney, Australia, December 6, 2002. 

 

 

(38) W.W. Hwu, “Open IMPACT,” HP Language Lab, Cupertino, CA, November 22, 2002. 

 

(39) W.W. Hwu, “Addressing Long-Term Software and Architecture Challenges in the MARCO C2S2 

Focus Research Center,” IBM T. J. Watson research center, October 14, 2002 

 

(40) W. W. Hwu, “ROAR: Runtime Optimization Architecture for EPIC Processors,” Distinguished 

Lecture Series, Department of  Electrical Engineering, University of Southern California, April 3, 

2002. 

 

(41) W. W. Hwu, “Instruction-Level Parallel Processing – The IMPACT Perspective,” UCLA Jon Postel 

Lecture Series, Department of Computer Science, March 14, 2002. 

 

(42) W.W. Hwu, MARCO C2S2 Focus Research center Annual Review, Carnegie-Mellow University, 

March 2002. 

 

(43) W.W. Hwu, SRC Annual Research review, “Memory-Efficient  EPIC/VLIW Architectures,” Princeton 

University, February 19, 2002. 

 

(44) W.W. Hwu, “The ROAR Framework for Dynamic Optimization in Future Microprocessors,” Intel, 

Santa Clara, CA, January 3, 2002. 

 

(45) W.W. Hwu, “Software Customization and Adaptation,” HP Labs, Palo Alto, CA, January 4, 2002. 

 

(46)  W.W. Hwu, Keynote, “Workload Characterization and Run-time Code Adaptation,” Workshop on 

Workload Characterization, December 1, 2001. 

 

(47) W. W. Hwu, "Customization and Adaptation of Future Software Systems," School of EECS Seminar, 

National Taiwan University, December 24, 2002. 

 

(48) W.W. Hwu, “Composable Memory Reference Analysis for Dynamic Optimization Systems,” HP, 

Cupertino, CA, December 18, 2001. 

 

(49) W.W. Hwu, “Itanium Performance Insights,” Microprocessor Forum, San Jose, October 16, 2001. 

 

(50) W.W. Hwu, “Itanium Performance Insights from the IMPACT Compiler,” ACM/IEEE HotChips 

Conference, Palo Alto, August 21, 2001. 

 

(51) W. W. Hwu, “Run-time optimization technology for future microprocessor design,” Transmeta, May, 

2000 

 

(52) W. W. Hwu, “Post-Link optimization technology for future applications and architectures,” Hewlett-

Packard, January 3, 2000. 

 



 19 

(53) W. W. Hwu, “Technology Transfer Practices, Illinois Senate High Technology Task Force Hearings, 

Beckman Institute, October 14, 1999. 

 

(54) W. W. Hwu, “IMPACT – Past, Present and Future,” IMPACT Partners Meeting, October 8, 1999. 

 

(55) W. W. Hwu, “Microprocessor Architecture and Software Technology for Run-time Optimization: 

Technical Vision,” Illinois Computer Affiliates Program, October 7, 1999. 

 

(56) W. W. Hwu, “EPIC Architectures and Compiler Technology,” ECE Alumni Board Meeting, 

University of Illinois, September 12, 1999. 

 

(57) W. W. Hwu, “IMPACT Second Generation EPIC Architecture,” UPC Barcelona, Spain, September 16, 

1999. 

 

(58) W. W. Hwu, “EPIC Architectures,” Keynote, All Spain Parallelism Conference, Murcia, Spain, 

September 12, 1999. 

 

(59) W.W. Hwu, “EPIC Architectures and Enabling Compiler Technology,” IBM T. J. Watsons Research 

Center, May 14, 1999. 

 

(60) W. W. Hwu, “EPIC Architectures and Enabling Compiler Technology, IBM Toronto Software 

Laboratory and Center for Advanced Studies,  April 22, 1999. 

 

(61) W. W. Hwu, “Beyond EPIC, Semantic Based-Program Optimization,” Computer Science Lecture, 

Carnegie-Mellon University, April 19, 1999. 

 

(62) W. W. Hwu, “Towards Efficient Exception Detection and Handling in Java,” Illinois Computer 

Affiliates Program, April 6, 1999. 

 

(63) W. W. Hwu, “EPIC Architectures and Enabling Compiler Technology,” EPFL, Switzerland, January 

11, 1999. 

 

(64) W. W. Hwu, “EPIC Architectures and Enabling Compiler Technology,” SUN Microsystems, 

December 22, 1998. 

 

(65) W. W. Hwu, “EPIC Architecture,” Microprocessor Forum, October 8, 1998. 

 

(66) W. W. Hwu, “EPIC Architectures and Compiler Technology,” September 28, 1998. 

 

(67) W. W. Hwu, "Predicated Microprocessor Architectures and their Enabling Compiler Technology," 

CASCON Invited Lecture, Toronto, Canada, November 12, 1997. 

 

(68) W. W. Hwu, "On Industry-University Collaborative Research," AMD University Symposium, October 

23, 1997. 

 

(69) W. W. Hwu, "Predicated Microprocessor Architectures and their Enabling Compiler 

Technology,"Courant Institute Lecture Series, NYU, New York City, October 2, 1997. 

 

(70) W. W. Hwu, "Going Beyond 2.0 Effective IPC by Year 1999 with New Compiler and Architecture 

Techniques," SGI Advanced Technology Lecture Series, Chippewa Falls, WI, August 8, 1997. 

 

(71) W. W. Hwu, "Moving all software into the next level of ILP," Intel Microprocessor Research Forum, 

Santa Clara, CA, November 1996. 

 

(72) W. W. Hwu, "Some Recent Advances in Static Scheduling," Intel Microprocessor Research 

Laboratory  Santa Clara, CA, August 1996. 
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(73) W. W. Hwu, "VLIW: Best Road to Even Higher ILP? "Texas Instruments, Dallas, Texas, January, 

1996. 

 

(74) W. W. Hwu, "Great Opportunities and Challenges for Microprocessor Architects in the Next Decade," 

IBM RISC in 95 Symposium, 50 Years of Research: The Science behind the Solutions Yorktown 

Heights, NY, November 1995. 

 

(75) W. W. Hwu and David August, "Predicated Execution Architectures: New Research Results and 

Directions," Intel Microprocessor Research Forum, Santa Clara, October 1995. 

 

(76) W.W. Hwu and B. Deitrich, "Data Speculation Architectures: New Research Results and Directions," 

Intel Microprocessor Research Forum, Santa Clara, October 1995. 

 

(77) W. W. Hwu, "A Comparison of Full and Partial Predicated Execution Support for ILP Processors The 

22nd Annual International Symposium on Computer Architecture, Santa Margherita Ligure, Italy, June 

1995. 

 

(78) W. W. Hwu, "Instruction-Level Parallel Processing: Sustaining Microprocessor Performance Growth 

into the Next Millennium, " IBM Yorktown Research Center, NY, March 1995. 

 

(79) W. W. Hwu, "The IMPACT Compiler Technology," Sun Microsystems SPARC Technology Business, 

Sunnyvale, CA, November 1994. 

 

(80) W. W. Hwu, "VLIW: The next Generation of General Purpose Computers," Microprocessor Forum, 

October 1994. 

 

(81) W. W. Hwu, "Known Technology vs. Open Research in Instruction-Level Parallel Processing," The 

First SGI Compiler Summit, San Jose, August 1994. 

 

(82) W. W. Hwu, "Predicated and Speculative Execution," Hewlett-Packard, Palo Alto, California, August, 

1994. 

 

(83) W. W. Hwu, "Recent Advances in Predicated Execution," Intel, Santa Clara, California, 1994. 

 

(84) W. W. Hwu, "VLIW Technology," AT&T GIS, Columbia, SC, October 1994. 

 

(85) W. W. Hwu, "Predicated Execution," University of Iowa, Iowa City, IA, October 1994. 

 

(86) W. W. Hwu, "The IMPACT/X86 Superscalar Compiler Technology," Advanced Micro Devices, 

Austin, Texas, October 1993. 

 

(87) W. W. Hwu, "The IMPACT Project," University of Wisconsin at Madison, October 1993. 

 

(88) W. W. Hwu, "Recent Progress in the IMPACT Compiler Technology," NCR Corporation,  Columbia, 

SC, September 1993. 

 

(89) W. W. Hwu, "Recent Progress in Branch Handling in the IMPACT project," Intel Corporation, Santa 

Clara, CA, July 1993. 

 

(90) W. W. Hwu, "The IMPACT/SPARC Superscalar Compiler and Architecture Project," SUN 

Microsystems, Sunnyvale, CA, June 1993. 

 

(91) W. W. Hwu, "Advanced Compiler Technology Lecture Series," A series of eight lectures on the 

critical compiler technology for high performance computer systems, given at Intel Corporation OR 

and CA, July - August 1992. 
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(92) W. W. Hwu, "New Architecture and Compiler Technologies for the HP-PA Architecture," Hewlett-

Packard, Palo Alto, CA, June 1992. 

 

(93) W. W. Hwu, "The IMPACT/29K Compiler Technology for Superscalar 29K Implementations," 

Advanced Micro Devices, Austin, TX, April 1992. 

 

(94) W. W. Hwu, "From IMPACT-I to IMPACT-II, Critical Architecture and Compilation Technology For 

High Performance Parallel Systems," Intel Corporation, OR, February 1992. 

 

(95) W. W. Hwu, "The IMPACT Compilation Technology for High Performance Parallel Systems,” 

University of Iowa, IA, November 1991. 

 

(96) W. W. Hwu, "The IMPACT Compilation Technology for High Performance Parallel Systems," 

Carnegie-Mellon University, PA, October 1991. 

 

(97) W. W. Hwu, "IMPACT: An Architectural Framework for Multiple Instruction Issue Processors," 

Hewlett-Packard Research Laboratories, CA, May 1991. 

 

(98) W. W. Hwu, "IMPACT: An Architectural Framework for Multiple Instruction Issue Processors," 

Stanford University, Stanford, CA, May 1991. 

 

(99) W. W. Hwu, "IMPACT: An Architectural Framework for Multiple Instruction Issue Processors," Cray 

Research, Chippewa Falls, WI, March 1991. 

 

(100) W. W. Hwu, "IMPACT C/C++: An Open Foundation for Highly Optimization Compilers," Intel, 

Santa Clara, CA, January 1991. 

 

(101) W. W. Hwu, "IMPACT C/C++: An Open Foundation for Highly Optimization Compilers," Intel, 

Portland, OR, November 1990. 

 

(102) W. W. Hwu, "IMPACT C/C++: An Open Foundation for Highly Optimization Compilers," NCR, 

Columbia, SC, November 1990. 

 

(103) W. W. Hwu, "IMPACT C/C++: An Open Foundation for Highly Optimization Compilers," 

Hewlett-Packard, Cupertino, CA, May 1990. 

 

(104) W. W. Hwu, "IMPACT C/C++: An Open Foundation for Highly Optimization Compilers," 

Stanford University, Stanford, CA, May 1990. 

 

(105) W. W. Hwu, "What the coming generation of compiler technology can do for you?" NCR, Dayton, 

OH, November 1989. 

 

(106) W. W. Hwu, "Compilation Technology and its Impact on the Microarchitecture Tradeoffs," and  

"The IMPACT Project," IBM T. J. Watson Research Center, Yorktown Heights, NY, August 1989. 

 

(107) W. W. Hwu, "Compilation Technology and its Impact on the Microarchitecture Tradeoffs," and 

"The IMPACT Project," Digital Equipment Corporation, Marlboro, MA, May 1989. 

 

(108) W. W. Hwu, "Cost-Effective Instruction Caches for Microprocessors Requiring High Instruction 

Bandwidth," Stanford University, CA, January 1989. 

 

(109) W. W. Hwu, "Cost-Effective Instruction Caches for Microprocessors Requiring High Instruction 

Bandwidth," NCR, Dayton, OH, December 1988. 

 

(110) W. W. Hwu, "The IMPACT Project," University of Michigan at Ann Arbor, MI, November 1988. 
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(111) W. W. Hwu, "Exploiting Concurrency to Achieve High Performance in a Single-chip 
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